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M. ÖTÜGEN „2004…
M. PLESNIAK „2004…

A. PRASAD „2003…
D. SIGINER „2005…

K. SQUIRES „2005…
Y. TSUJIMOTO „2005…

BOARD ON COMMUNICATIONS
Chair and Vice-President

OZDEN OCHOA

OFFICERS OF THE ASME
President, S. SKEMP

Exec. Director
V. R. CARTER

Treasurer
R. E. NICKELL

PUBLISHING STAFF
Managing Director, Engineering

THOMAS G. LOUGHLIN

Director, Technical Publishing
PHILIP DI VIETRO

Managing Editor, Technical Publishing
CYNTHIA B. CLARK

Manager, Journals
JOAN MERANZE

Production Coordinator
JUDITH SIERANT

Production Assistant
MARISOL ANDINO

Transactions of the ASME, Journal of Fluids Engineering
(ISSN 0098-2202) is published bimonthly (Jan., Mar., May, July,

Sept., Nov.) by The American Society of Mechanical
Engineers, Three Park Avenue, New York, NY 10016.

Periodicals postage paid at New York, NY
and additional mailing offices.

POSTMASTER: Send address changes to Transactions of the
ASME, Journal of Fluids Engineering, c/o THE AMERICAN

SOCIETY OF MECHANICAL ENGINEERS,
22 Law Drive, Box 2300, Fairfield, NJ 07007-2300.

CHANGES OF ADDRESS must be received at Society head-
quarters seven weeks before they are to be effective. Please

send old label and new address.
STATEMENT from By-Laws. The Society shall not be

responsible for statements or opinions advanced in papers or
... printed in its publications (B7.1, Par. 3).

COPYRIGHT © 2003 by the American Society of Mechanical
Engineers. Authorization to photocopy material for internal or

personal use under those circumstances not falling within the fair
use provisions of the Copyright Act, contact the Copyright Clear-
ance Center (CCC), 222 Rosewood Drive, Danvers, MA 01923,

tel: 978-750-8400, www.copyright.com. Request for special
permission or bulk copying should be addressed to

Reprints/Permission Department.
INDEXED by Applied Mechanics Reviews and Engineering

Information, Inc. Canadian Goods & Services Tax Registration
#126148048.

1 Editorial

TECHNICAL PAPERS
2 Prediction of Turbulent Flow Over Rough Surfaces Using a Force Field in

Large Eddy Simulation
Jie Cui, Virendra C. Patel, and Ching-Long Lin

10 Laminar, Gravitationally Driven Flow of a Thin Film on a Curved Wall
Kenneth J. Ruschak and Steven J. Weinstein

18 Effects of Concave Curvature on Boundary Layer Transition Under High
Freestream Turbulence Conditions

Michael P. Schultz and Ralph J. Volino

28 Conditional Sampling in a Transitional Boundary Layer Under High
Freestream Turbulence Conditions

Ralph J. Volino, Michael P. Schultz, and Christopher M. Pratt

38 Evaluation of the Turbulence Model Influence on the Numerical
Simulations of Unsteady Cavitation

O. Coutier-Delgosha, R. Fortes-Patella, and J. L. Reboud

46 Eulerian ÕLagrangian Analysis for the Prediction of Cavitation Inception
Kevin J. Farrell

53 Scaling Effect on Prediction of Cavitation Inception in a Line Vortex Flow
Chao-Tsung Hsiao, Georges L. Chahine, and Han-Lieh Liu

61 Flow in a Centrifugal Pump Impeller at Design and Off-Design Conditions—
Part I: Particle Image Velocimetry „PIV… and Laser Doppler Velocimetry
„LDV… Measurements

Nicholas Pedersen, Poul S. Larsen, and Christian B. Jacobsen

73 Flow in a Centrifugal Pump Impeller at Design and Off-Design Conditions—
Part II: Large Eddy Simulations

Rikke K. Byskov, Christian B. Jacobsen, and Nicholas Pedersen

84 Effect of Pressure With Wall Heating in Annular Two-Phase Flow
Ranganathan Kumar and Thomas A. Trabold

97 Wake Dynamics of a Yawed Cylinder
J. S. Marshall

104 Modeling Film Dynamics in Spray Impingement
Mario F. Trujillo and Chia-fon F. Lee

113 An Improved Neural-Network-Based Calibration Method for Aerodynamic
Pressure Probes

Hui-Yuan Fan, Wei-zhen Lu, Guang Xi, and Shang-jin Wang

121 Ejector Irreversibility Characteristics
A. Arbel, A. Shklyar, D. Hershgal, M. Barak, and M. Sokolov

130 Shear-Driven Flow in a Toroid of Square Cross Section
J. A. C. Humphrey, J. Cushner, M. Al-Shannag, J. Herrero, and
F. Giralt

138 Rotating Effect on Fluid Flow in Two Smooth Ducts Connected by a 180-
Degree Bend

Tong-Miin Liou, Chung-Chu Chen, and Meng-Yu Chen

149 Comparative Evaluation of Some Existing Correlations to Predict Head
Degradation of Centrifugal Slurry Pumps

Tahsin Engin and Mesut Gur

Journal of
Fluids Engineering
Published Bimonthly by The American Society of Mechanical Engineers

VOLUME 125 • NUMBER 1 • JANUARY 2003

„Contents continued on inside back cover …

Downloaded 03 Jun 2010 to 171.66.16.159. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JFEGA4000125000001000001000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JFEGA4000125000001000002000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JFEGA4000125000001000010000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JFEGA4000125000001000018000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JFEGA4000125000001000028000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JFEGA4000125000001000038000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JFEGA4000125000001000046000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JFEGA4000125000001000053000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JFEGA4000125000001000061000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JFEGA4000125000001000073000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JFEGA4000125000001000084000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JFEGA4000125000001000097000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JFEGA4000125000001000104000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JFEGA4000125000001000113000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JFEGA4000125000001000121000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JFEGA4000125000001000130000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JFEGA4000125000001000138000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JFEGA4000125000001000149000001&idtype=cvips


158 Direct Design of Ducts
A. Ashrafizadeh, G. D. Raithby, and G. D. Stubley

166 Performance Analysis of a Two-Stage Electrohydraulic Servovalve in Centrifugal Force Field
Y. B. He, P. S. K. Chua, and G. H. Lim

171 Experimental Characterization of Compact Heat Exchangers With Short Flow Lengths at Simulated Elevated
Altitudes

J. A. Mathias, J. Cao, M. E. Ewing, and R. N. Christensen

181 Parallel Particle Simulation of the Near-Continuum Hypersonic Flows Over Compression Ramps
J.-S. Wu and K.-C. Tseng

TECHNICAL BRIEFS
189 Euler Number Based Orifice Discharge Coefficient Relationship

Gerald L. Morrison

191 A Nonlinear k-«-kp Two-Phase Turbulence Model
L. X. Zhou and H. X. Gu

194 A Finite Element Model and Electronic Analogue of Pipeline Pressure Transients With Frequency-Dependent
Friction

Jian-Jun Shu

199 Prediction of Centrifugal Slurry Pump Head Reduction: An Artificial Neural Networks Approach
Tahsin Engin and Akif Kurt

203 Fluids Engineering Calendar

ANNOUNCEMENTS AND SPECIAL NOTICES
205 Final Call for Symposium Papers—2003 IMECE

206 First Call for Forum Papers—2003 IMECE

207 Information for Authors

The ASME Journal of Fluids Engineering is abstracted and indexed in
the following:
Applied Science & Technology Index, AMR Journal Article Abstracts Database,
Chemical Abstracts, Chemical Engineering and Biotechnology Abstracts (Electronic
equivalent of Process and Chemical Engineering), Civil Engineering Abstracts,
Computer & Information Systems Abstracts, Corrosion Abstracts, Current Contents,
Ei EncompassLit, Electronics & Communications Abstracts, Engineered Materials
Abstracts, Engineering Index, Environmental Engineering Abstracts, Environmental
Science and Pollution Management, Excerpta Medica, Fluidex, Index to Scientific
Reviews, INSPEC, International Building Services Abstracts, Mechanical &
Transportation Engineering Abstracts, Mechanical Engineering Abstracts, METADEX
(The electronic equivalent of Metals Abstracts and Alloys Index), Petroleum Abstracts,
Process and Chemical Engineering, Referativnyi Zhurnal, Science Citation Index,
SciSearch (The electronic equivalent of Science Citation Index), Shock and Vibration
Digest, Solid State and Superconductivity Abstracts, Theoretical Chemical Engineering

„Contents continued …

Volume 125, Number 1Journal of Fluids Engineering JANUARY 2003

Downloaded 03 Jun 2010 to 171.66.16.159. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JFEGA4000125000001000158000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JFEGA4000125000001000166000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JFEGA4000125000001000171000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JFEGA4000125000001000181000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JFEGA4000125000001000189000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JFEGA4000125000001000203000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JFEGA4000125000001000205000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JFEGA4000125000001000206000001&idtype=cvips
http://ojps.aip.org/getpdf/servlet/GetPDFServlet?filetype=pdf&id=JFEGA4000125000001000207000001&idtype=cvips


Journal of
Fluids

Engineering Editorial

The end of 2002 brings about several changes to theJournal of Fluids Engineering. First, several Associate Editors have completed
their terms and new ones have joined us. I would like to express my gratitude to the departing Associate Editors, whose valuable and
thankless service is critical for the success of the Journal. Bruno Schiavello has served for two consecutive terms, and Dr. James
Bridges, Prof. George Karniadakis, Prof. Yoichiro Matsumoto, and Lisa Mondy have each completed a three-year term. Prof. Yoshinobu
Tsujimoto also competed a three-year term, but graciously accepted my request to stay on the Editorial board for another term. He will
continue providing his unique expertise, which combines applications and theoretical modeling of complex~single phase and cavitating!
turbomachinery flows.

Four new Associate Editors have joined us, and I would like to introduce and welcome them. Dr. Fernando Grinstein from the Naval
Research Laboratory is an expert in computational fluid mechanics, and has done substantial research in computations of turbulent shear
flows. Dr. Grinstein was also a primary driving force behind the special issue on applications of Large Eddy Simulations~LES!. Prof.
Sivaramakrishnan Balachandar from the University of Illinois at Urbana-Champaign is an accomplished expert in applications of Direct
Numerical Simulations to modeling of heat transfer, structure and stability of wakes and boundary layers, and flows around bluff bodies.
He will join the multiphase flow group and will provide essential support for the growing number of papers involving computational
aspects in this area. Prof. Kyle Squires from Arizona State University has substantial experience in applications, Large Eddy Simula-
tions, and evaluation of associated subgrid stress models. He has also been involved in the modeling of solid-particle flows, and in
applications of CFD in separated flows. His wide range of experience will support both the extensive activity involving turbulence
modeling and the multiphase group. We are also happy to have Prof. Dennis Siginer, the Dean of Engineering at Wichita State
University, on board. He has made substantial contributions to the areas of rheology of nonlinear materials, flow and heat transfer in
non-Newtonian flows and flows in porous media. I am happy that this distinguished group has agreed to join us, and am looking forward
to working with them, taking advantage of their expertise and willingness to contribute.

Second, during 2002JFE had parts of three issues dedicated to specific topics. Initiated and organized by Prof. Karniadakis, the
March issue contained eight solicited papers dedicated to uncertainty in numerical analysis. In the June issue, we presented a series of
eleven papers dealing with pump flows. These papers were selected and recommended by Dr. Adiel Guinsberg and Dr. Paul Cooper
from papers presented at a symposium on pump flows that they had organized. They also assisted us in the expedited review process.
The December issue contained a collection of papers on applications of Large Eddy Simulations. These papers were selected by Dr.
Grinstein and Prof. Karniadakis, who also oversaw the review process. It is evident that such special issues greatly enhance the quality
of the Journal, and improve the service that we provide to the community. We would like to thank our colleagues who initiated and
contributed to these efforts, and hope to continue to offer these special sections on other topics.

Third, starting from January 2003,JFE is being transitioned from a quarterly~four issues per year! to a bimonthly, i.e., to six volumes
per year. The number of pages allocated to the Journal has also been increased by about 15%, enabling us to increase the number of
published papers and accommodate the increased number of submitted manuscripts.

Fourth, a primary concern is to support the authors with reliable, efficient and expedited service. In order to reduce the review time
and provide closer monitoring of the review process, ASME has developed an on-line manuscript submission and review system. This
new system has been in development and testing for several months, and has been made available for trial to several journals, including
JFE. Authors are welcomed to submit papers athttp://journaltool.asme.orgeffective immediately. We hope that the new journal tools
will improve the service that we provide to the authors, and that adapting to it will cause few problems. For the time being, authors are
also welcomed to submit their papers as before, either by e-mail or as hard copies. Once we get accustomed to this system, we believe
that the review process will be significantly improved and expedited.

Last but not least, I would like to express my gratitude to Mrs. Laurel Murphy, the Editorial Assistant ofJFE. As all of you who have
communicated with our office over the past few years already know, Laurel is the primary driving force that actually makes the Journal
function. In addition to managing the office, she supports several of the Associate Editors with communications/administration, helps
me in finding referees for papers with uncommon topics, reviews and helps many authors to improve the style of papers, and nags me
~as well as other people involved with the Journal! when certain tasks need to be performed. We are lucky to have her.

Joseph Katz
Technical Editor

Copyright © 2003 by ASMEJournal of Fluids Engineering JANUARY 2003, Vol. 125 Õ 1
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Jie Cui

Virendra C. Patel

Ching-Long Lin

IIHR-Hydroscience and Engineering
and Department of Mechanical Engineering,

The University of Iowa,
Iowa City, IA 52242-1585

Prediction of Turbulent Flow Over
Rough Surfaces Using a Force
Field in Large Eddy Simulation
A force field model to simulate turbulent flow over a surface with arbitrary roughness is
described. A given roughness is decomposed into resolved and subgrid-scale roughness,
conceptually similar to the flow decomposition in large eddy simulation (LES). For a
given flow and Reynolds number, a Cartesian grid is selected to satisfy LES requirements.
This grid determines the geometric features of the roughness that are formally resolved.
The force field used to represent this resolved roughness is determined during the LES
solution process, without any empirical input. The subgrid roughness that is not resolved
is modeled by a random force distribution in which a drag coefficient is specified. Use of
this approach to model surface roughness is demonstrated by calculations of the flow in a
duct with a wavy wall with superimposed fine-grain roughness.
@DOI: 10.1115/1.1524587#

1 Introduction
Turbulent flow over rough surfaces is hardly a new research

topic. Nikuradse@1# experimented on sandgrain roughness in
1933. Subsequently, numerous experimental studies have been
conducted to understand flow phenomena associated with differ-
ent types of surface roughness and parameterize their effect on
resistance, velocity distribution, and transport of heat and mass.
Computational fluid dynamics~CFD! has not significantly ad-
vanced the understanding of this problem because it has relied
mostly on concepts of equivalent sandgrain roughness and empiri-
cally determined roughness functions. In Reynolds-averaged
Navier-Stokes~RANS! simulations, it is common to avoid reso-
lution of the flow in the roughness layer and wall region adjacent
to the roughness by employing the method of wall functions. An
alternative, again in the framework of RANS simulations, is the
so-called discrete element approach, in which roughness due to a
regular array of discrete two or three-dimensional elements, such
as ribs, cones, and hemispheres, is considered by adding a form
drag term in the momentum equation, and under certain circum-
stances, accounting for the blockage effect of the roughness ele-
ments in the continuity equation,@2–7#. Patel @8# has made a
review of such approaches.

Recently, roughness modeling has been extended to large-eddy
simulation~LES! and direct numerical simulation~DNS!. For ex-
ample, Lin et al.@9# used LES to investigate surface roughness
effects on flow structures in a neutrally stratified planetary bound-
ary layer. The surface roughness treatment was similar to the wall-
function approach in RANS models. Although not specifically
concerned with roughness, Patton et al.@10# reported LES of tur-
bulent flow around multiple porous windbreaks within a wheat
canopy under neutral stability conditions. An empirical term rep-
resenting drag of the windbreak was added to the momentum
equation as in previous RANS simulations.

In the DNS of turbulent channel flow by Miyake et al.@11#, a
rough wall was modeled by a distribution of zero-volume ‘‘vir-
tual’’ cones. A drag forcedi per unit length of the form

di5Cd

1

2
ru2

ui

uuu
A

V
(1)

was added at the grid points inside these ‘‘virtual’’ cones,Cd

being the drag coefficient,A the frontal area, andV the volume of
the cone. The cone height was generated randomly with a mean
value between 15 and 30 wall units, and a value of 0.5 was pre-
scribed forCd . The well-known effect of surface roughness in the
logarithmic velocity distribution was reproduced, and the authors
claimed that the effect of roughness on the eddy structure was
also simulated. However, the results depend on the chosen value
of Cd .

2 Present Work
The present work is inspired by some recent LES and DNS

computations using ‘‘body-force’’ or ‘‘immersed-boundary’’ meth-
ods to represent very complex geometries. An example of this is
the recent LES of Verzicco et al.@12# who simulated the flow in a
piston-cylinder-valve assembly. The simulations were carried out
in a Cartesian grid with the geometry represented by a body-force
field to enforce the known~zero or prescribed! velocity within
solid regions not occupied by the fluid. Although these and similar
solutions were not concerned with surface roughness per se, their
approaches can be extended to develop a general and powerful
model of turbulent flow over rough walls. This is the purpose of
the present paper.

The boundary body-force model of Verzicco et al.@12# is at-
tractive for several reasons. First, an orthogonal Cartesian grid is
used to represent complex geometry, avoiding a body-fitted
~and/or deforming! grid. Second, the computation scheme remains
simple and efficient, and does not introduce additional stability
limits. Third, there are no parameters in the model that need to be
determined beforehand by reference to experimental data because
the body force magnitude is obtained internally during the nu-
merical solution. This makes the model much more general than
those involving empirical inputs. Finally, in this model, steady and
moving boundaries can be treated in the same way, which is con-
venient for time-dependent problems.

The numerical method and decomposition of roughness into
resolved and subgrid components are described in Section 3. Tur-
bulent flow in a channel with a wavy wall is used as an example.
This flow is first simulated using the traditional approach of a
body-fitted grid and the results are used in Section 4 to validate
the numerical method and to establish a reference to evaluate the
roughness decomposition and representation by body-force distri-
bution presented in Section 5. Section 6 describes the treatment of
resolved-scale roughness, while Section 7 describes modeling of
subgrid roughness. Section 8 summarizes the major results and
conclusions.

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
Dec. 28, 2001; revised manuscript received Aug. 6, 2002. Associate Editor:
T. B. Gatski.
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3 Numerical Method and Roughness Decomposition
The three-dimensional, unsteady, incompressible, filtered conti-

nuity and Navier-Stokes equations,~2! and ~3!, respectively, are
solved with a dynamic subgrid-scale model~DSM!:

]ui

]xi
50 (2)

]ui

]t
1

]

]xj
~uiuj !52

1

r

] p̄

]xi
1nS ]2ui

]xj]xj
D 2

]t i j

]xj
1 f i . (3)

Here i 51, 2, and 3,ui are the resolved velocity components,p̄ is
pressure,n is kinematic viscosity,f i is the body force, and

t i j 5uiuj2uiuj (4)

is the subgrid-scale stress representing the effect of small-scale
motions.

In DSM, the model coefficients are computed dynamically as
the calculation progresses rather than being prescribed a priori.
Two filters are introduced: the grid filter and the test filter. A test
filter twice as large as the grid filter is usually chosen and is used
in this paper. By applying the test filter to the equations, the
subgrid-scale stresses on the test level, or subtest-scale stresses
can be constructed. Then subgrid-scale stresses are parameterized
by an eddy viscosity model:

t i j 2
d i j

3
tkk522CD̄2uS̄uS̄i j (5)

where

uS̄u5~2S̄i j S̄i j !
1/2, S̄i j 5

1

2 S ]ūi

]xj
1

]ū j

]xi
D ,

d i j is the Kronecker delta,D̄5(Dx1Dx2Dx3)1/3, Dxi are the mesh
distances, andC is a model constant. To obtain a single coefficient
from these independent equations,C is assumed to remain un-
changed between these two filters,@13–15#. Then the model con-
stantC can be determined from

C5
1

2

Li j M i j

M i j M i j
(6)

where

Li j 5uiuj
% 2ui

%uj
% and Mi j 5D̄2uSuSi j

% 2D% 2uS% uSi j
%

~double overbar represents test-scale resolved quantities! can be
directly computed from the resolved motion.

The finite volume LES numerical code used here was devel-
oped by Zang et al.@16#. In this method, the governing equations
in general curvilinear coordinates are discretized on a nonstag-
gered grid. A fractional-step method is employed and the pressure
Poisson equation is solved with multigrid acceleration. Time
marching is semi-implicit with formal accuracy of second order in
both space and time. Zang et al.@16# verified and validated the
code in various flows, including decaying vortices, lid-driven flow
in two-dimensional, three-dimensional and polar cavities, flow
over a backward-facing step, and flow in a curved square duct.

Analogous to the basic idea of LES and the dynamic subgrid-
scale model, a general approach to treat surface roughness, able to
handle arbitrary roughness, is proposed. An arbitrary roughness,
shown schematically in Fig. 1~a!, is decomposed into two parts, a
‘‘resolved-scale’’ roughness and a ‘‘subgrid-scale’’ roughness.
Since the large-scale roughness determines the most energetic
flow features that vary significantly from problem to problem, it is
difficult to construct a model that will work universally for all
possible roughness geometry. Here we adopt the approach of
Verzicco et al.@12# for the resolved-scale roughness. The length
scale of the subgrid-scale roughness, as the name suggests, is
much smaller than that of the resolved roughness. The subgrid-

scale roughness makes a small contribution to momentum, mass
and energy transport, and is expected to have common features in
various problems. This portion of the roughness is modeled fol-
lowing the work of Miyake et al.@11#.

A Cartesian grid is used for the given roughness geometry~Fig.
1(b)). Although the figure shows a two-dimensional geometry,
the basic method is applicable to any geometry. The required grid
will depend on the roughness configuration as well as the Rey-
nolds number, as is the case in all LES applications. The grid
should be fine enough to resolve the basic large-scale features of
the flow as well as the roughness. The subgrid-scale roughness not
resolved by the chosen LES grid is modeled as a random rough-
ness, similar to the ‘‘virtual’’ cones in Miyake et al.@11#. The
average length scale needs to be prescribed. This is a purely geo-
metric parameter and can be obtained from the roughness geom-
etry after the resolved-scale roughness is subtracted.

4 Flow in a Wavy-Wall Channel: Test Problem
Consider turbulent flow in a channel with plane wall on the top

and a sinusoidal wavy wall on the bottom~Fig. 2!. The wave
profile is given by

h5a sinS 2p

l
x2

p

2 D (7)

whereh is the vertical height with a zero mean value,a is the
wave amplitude,x is the streamwise coordinate, andl is the wave
length ~Fig. 3!. There is no variation in the spanwise direction,

Fig. 1 Decomposition of arbitrary roughness and application
of body-force model

Fig. 2 Geometry of channel flow with wavy wall

Journal of Fluids Engineering JANUARY 2003, Vol. 125 Õ 3

Downloaded 03 Jun 2010 to 171.66.16.152. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



i.e., the wavy wall is two-dimensional. In the test problem, the
wavelengthl is equal to the mean channel heightH, the wave
steepness, 2a/l, is 0.20, and the Reynolds number~Re!, based on
the bulk velocity (Ub) and half-channel height (H/2), is 10,000.

As noted earlier, this flow problem is first solved as in conven-
tional LES, using a body-fitted grid. The computational domain
contains two waves in the streamwise direction. The spanwise and
vertical dimensions areH. A grid with 82342366 points in the
streamwise (x), spanwise (y), and normal (z) directions is shown
in Fig. 3. The grid points are more closely spaced near the two
walls, but the grid spacing in the longitudinal and spanwise direc-
tion is uniform.

A mean streamwise pressure gradient is imposed to drive the
flow, and is carefully adjusted to obtain Re510,000. Periodic
boundary conditions are imposed in the streamwise and spanwise
directions, and no-slip boundary conditions are applied at the top

and bottom walls. The friction Reynolds number for the upper
wall Ret is around 570. In terms of wall units, the mesh spacing is
Dx1'27, Dy1'27, and at least 1 forDz1.

As part of a validation study of the numerical method, time and
spanwise-averaged mean streamwise velocity profiles at six rep-
resentative locations within one wave are compared with the ex-
perimental data of Buckles et al.@17# in Fig. 4. At the wave crest,
x/l50.0 ~Fig. 4~a!!, the flow is attached, and experiences strong
favorable pressure gradient~acceleration! following reattachment
on the previous wave. The flow accelerates rapidly in a short
distance. The numerical prediction is in good agreement with the
measurements except in a region close to the measured velocity
maximum which occurs farther from the top wall than predicted
by the LES simulation. This difference between the experiment
and simulation is seen in the profiles at all streamwise locations. It
may be due to the three-dimensional effects in the experiment in
which the channel aspect ratio~width-to-height! was about 12:1.
In the LES calculations by Henn and Sykes@18#, the same trend
was also observed. Henn and Sykes argued that the discrepancies
could be due to the measurements, since up to 3% discrepancy in
the integrated mass flux was reported from the data of Buckles
et al. @17#. At x/l50.1, the LES profile shows a small negative
velocity indicating separation, though the experiment gives only
positive velocities. Thus, an earlier separation is predicted by the
numerical method. Farther downstream, atx/l50.3, the pressure
gradient is adverse and the flow separates. The reversed flow is
well predicted, demonstrating success of LES in simulation of
separated flow. Atx/l50.5, the wave trough, flow is still sepa-
rated. The reversed flow velocity is over estimated. Further down-
stream, the flow encounters a favorable pressure gradient, the
near-wall flow accelerates and wall shear stress begins to increase.
At x/l50.7, the uphill, the flow reattaches. The LES profile
shows a slightly negative velocity at this location while the mea-

Fig. 3 Body-fitted computational grid in the wavy channel

Fig. 4 Comparisons of mean streamwise velocity profiles with experimental data at selected locations
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surements do not, indicating a more downstream reattachment
point. Finally, results in the last section,x/l50.9, in a region of
strong favorable pressure gradient, are very similar to those at the
wave crest.

To check whether the size of the simulation domain and span-
wise grid spacing contribute to the discrepancies with the experi-
mental data, another run was performed on a larger domain and
finer grid. The domain was extended to 3H in the streamwise
direction and the number of spanwise grid points was doubled.
The resulting domain was 3H3H3H and the grid was 122382
366. The difference between the results from the two meshes is
quite small~both results show nearly identical mean velocity dis-
tribution, and that about 7% of the turbulence kinetic energy is
carried by the subgrid-scale model!. Therefore, it is believed that
the majority of the error is due to numerical issues.

Considering the wave train as a surface roughness, albeit of
regular shape, the simulation results may be used to calculate the
pressure and friction components of resistance to the flow in the
channel by integration along one wave. The first set of entries
labeled direct solution in Table 1 summarizes the calculated resis-
tance components. The last column in the table shows the pressure
force that was imposed. It is found that the friction resistance from
the lower wall is negligible due to the large separation zone in the
valley behind the crest. The wavy wall generates a large pressure
resistance. The contribution from the top wall only contains fric-
tional resistance and is much smaller in comparison with the pres-
sure resistance from the lower wall. The pressure force imposed to
drive the mean flow balances the total resistance from lower and
upper surfaces, further validating the numerical method and indi-
cating sufficient sampling times to obtain the time-averaged quan-
tities from the LES data. Detailed comparisons with experimental
data with respect to other turbulent flow quantities and validation
of the numerical method can be found in Cui et al.@19#.

5 Modeling Resolved-Scale Roughness With Body
Force

The time discretization of Eq.~3! is written as
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This body force is determined internally as the solution
progresses, and requires no empirical input. The body-force model
may be applied to arbitrary roughness, provided a fine enough
Cartesian grid resolves the roughness elements. The channel flow
with wavy roughness described in the previous section is recal-
culated using this model, and two sets of results are compared to
assess the viability of this simplified approach to modeling
roughness.

Figure 5 shows the Cartesian grid for the same computational
domain as before with the same number of grid points in the three
directions. In the region occupied by the waves, namely,20.1
,z/H,0.1, this grid is not as fine as that used for the direct
calculations of the previous section. In fact, the chosen grid de-
fines the level of resolution of the actual surface and the scale of
the subgrid roughness to be modeled.

The mean velocity vectors obtained with the new LES are
shown in Fig. 6. The velocities within the waves are now blocked
out by the body force. The velocity overshoot at the wave crest
and the separation zone in the valley are reproduced. The flow

Table 1 Resistance in channel flow with wavy roughness

Fig. 5 Computational grid for channel flow over wavy rough-
ness with body-force model
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field is interpolated onto the body-fitted grid used in Section 4, so
that direct comparisons between the two results can be made. In
Fig. 7, similar to Fig. 4, time and spanwise-averaged mean
streamwise velocity profiles using the two approaches are com-
pared with the experimental data of Buckles et al.@17# at six
representative locations. Figures 8 and 9 compare the profiles of
wave-average mean velocity (Ū/Ub) and turbulent kinetic energy
( k̄/Ub

2). Wave averaging is done by summing up the physical
parameters, already time and spanwise averaged, along the
streamwise grid lines, and dividing by the number of grid points
on that line. It is seen that the two sets of results match well
except close to the wave surface. The difference in the two simu-
lations is due to the approximation made in the treatment of the
physical shape of the boundary in the body-force model. No in-
terpolation procedure is taken to scale the forcing at points near
the curved surface and the body force is smoothed implicitly by
the spatial discretization. The agreement is expected to improve
with grid refinement, leaving smaller subgrid roughness effects.
As noted by Fadlun et al.@20#, improved results could be obtained
also by using interpolation to scale the body force at points close
to the curved surface.

A particularly interesting result is shown in Fig. 10 where the
wave-averaged mean velocity profile is plotted in the usual semi-
logarithmic coordinates. Here,Ū15Ū/Ūt andz̄15Ūtz̄/n, where
Ūt is the ‘‘friction velocity’’ based on the equivalent average
shear stress on the wave, including the pressure and friction com-
ponents, andz̄ is distance measured from the ‘‘virtual origin’’
defined as the position where the wave-averaged velocity is zero.
This plot enables the waves on the bottom wall to be viewed as
roughness, and the flow features to be evaluated in the framework
of surface roughness effects. It is observed that the two LES simu-

lations, with the wavy surface resolved by a body-fitted grid and
represented by a body-force field, give essentially the same result
for z̄1.500. In other words, the body-force model reproduces the
basic effect of roughness observed in the downward shift in the
logarithmic law from the smooth-wall flow. The disagreement be-
tween the two solutions in the near-wall region, occupied by the
roughness itself and the layer just beyond the roughness, is to be
expected in view of the approximations made in the treatment of
the roughness geometry~the chosen grid! and implementation of
the body-force model.

The pressure and friction components of resistance calculated
from interpolated surface pressure and shear stress are compared
with those of the previous solution in Table 1. The close agree-
ment of the forces calculated by the two methods is a measure of
the success of the body-force model.

6 Modeling Subgrid-Scale Roughness by Random
Force Field

As depicted in Fig. 1, use of a Cartesian grid to describe the
wavy surface leaves the subgrid-scale roughness that has to be
modeled. A practical example of this type of decomposition is the
flow over a mountainous terrain, where the grid may be suffi-
ciently dense to resolve the mountains and the valleys, but not the
forests and buildings. This subgrid-scale roughness is most likely
random and can be taken into account using the approach pro-
posed by Miyake et al.@11#. This is demonstrated by taking the
case of the wavy wall, assuming that the surface shape left unre-
solved by the chosen grid is random and with a mean height of
10% of the wave amplitude~i.e., 0.1a). Following Miyake et al.
@11#, every grid point within the roughness element height con-
tributes a body force, as in Eq.~1!, with Cd50.2. Miyake et al.
@11# usedCd50.5 for plane channel flow. In the present applica-
tion, this value required very small time-steps for stability, making
the computation very time-consuming. A similar problem was re-
ported by Goldstein et al.@21# when a similar body-force model
was applied to complex geometry. It should be pointed that the
boundary body-force model@12# adopted for the resolved rough-
ness in the current study does not impose additional stability re-
quirements, while the random force model used for the subgrid-
scale roughness discussed in this section does.

The effect of adding the random subgrid-scale roughness is
shown in the mean velocity profile in Fig. 11. With the same
imposed mean pressure gradient, addition of the ‘‘subgrid’’ rough-
ness decreases the mean velocity. When plotted in logarithmic
format, the subgrid-scale roughness increases the downward shift
in the velocity profile. It is significant that much of the roughness
effect is already captured by the resolved-scale LES, and the
subgrid-scale roughness makes a small contribution. For many
applications, therefore, it may be sufficient to obtain only a
resolved-scale solution. Alternatively, a sufficiently fine grid
would obviate the need to add a sub-grid component.

The resistance components with the sub-grid roughness added
to the waves are summarized in Table 1. The pressure resistance
decreases slightly presumably due to a smaller separation region
and the friction component remains negligible. The total resis-
tance from the bottom and top walls is less than the imposed mean
pressure drop. The difference is due to the resistance added by the
random subgrid roughness elements. In this case, the resistance
generated by the subgrid-scale roughness is about 4% of the total
resistance.

In the application of the random body-force model, the mean
height of the roughness elements is the same as that obtained from
the ‘‘real’’ subgrid-scale roughness. Location of the random
roughness elements does not need to match that for subgrid rough-
ness because the model attempts to simulate only the statistical
effect of random roughness. Effect of individual roughness ele-
ments is insignificant as long as the generated roughness elements
have the same statistical properties as the real subgrid roughness.

Fig. 6 Velocity vectors for channel flow over wavy roughness
using body-force model
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Methods of generating random roughness elements are flexible.
Height distribution of roughness elements can be simple random
distribution, as in this study. Elements can be constructed on each
grid point on the resolved roughness surface, or on every other
grid point, or in other combinations, depending on the specific
flow situation. Once random roughness elements are constructed,
the body force is applied to grid points within the element.

The choice of the drag coefficientCd needs further refinement.
It is an empirical constant. Miyake et al.@11# chose 0.5 for chan-
nel flow, while Patton et al.@10# used a measured value of 0.4725
for a porous windbreak in boundary layer flow. The present ex-
ample used 0.2. More numerical and laboratory experiments are
needed to better correlateCd and subgrid-scale roughness geom-

etry. However, as subgrid roughness only accounts for the small-
scale roughness, the value ofCd is unlikely to significantly affect
the total flow field.

7 Summary and Conclusions
This paper has described a general method for treating the flow

over a rough surface within the framework of large-eddy simula-
tion. An arbitrary roughness is decomposed into two parts:
resolved-scale and subgrid-scale roughness. The length scale of
the resolved component is determined by the Cartesian grid that is
chosen for a given flow situation, and is much larger than that of
the subgrid roughness. For example, mountains can be treated as

Fig. 7 Comparisons of mean streamwise velocity profiles using body-force model with experimental data at selected
locations

Fig. 8 Wave-averaged mean velocity profile Fig. 9 Wave-averaged mean turbulence kinetic energy profile
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resolved-scale roughness, while trees and shrubs on the mountain
surface are the subgrid roughness. The no-slip condition is real-
ized by an immersed-boundary body force, which is internally
determined and does not require a model. The resolved-scale
roughness is accounted for directly, just as large-scale motions are

solved directly in LES, and determines the major flow features.
Such a simulation, by itself, may be sufficient for some
applications.

For the subgrid roughness, a random body-force model is used.
A drag coefficient has to be prescribed from known correlations or
experiments. However, as the subgrid roughness is responsible for
only a small portion of momentum, mass and energy transport,
any uncertainty in this coefficient is not expected to be critical.

The new approach to modeling arbitrary roughness is demon-
strated by the example of the flow over a wavy wall. Further
details of turbulent flow over a wavy wall and application of the
body-force model to flow over a rib roughness are given in
Cui et al.@19#.
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Fig. 10 Wave-averaged mean velocity profiles in wall
coordinates

Fig. 11 Wave-averaged mean velocity profiles; effect of subgrid-scale
roughness „a… In physical coordinates „Ub* is the bulk velocity in the
case with body-force model only …. „b… In logarithmic coordinates.
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Laminar, Gravitationally Driven
Flow of a Thin Film on a Curved
Wall
Gravitationally driven flow of a thin film down an arbitrarily curved wall is analyzed for
moderate Reynolds number by generalizing equations previously developed for flow on a
planar wall. In the analysis, the ratio of the characteristic film thickness to the charac-
teristic dimension of the wall is presumed small, and terms estimated to be first order in
this parameter are retained. Partial differential equations are reduced to ordinary differ-
ential equations by the method of von Ka´rmán and Pohlhausen; namely, an expression for
the velocity profile is assumed, and the equation for conservation of linear momentum is
averaged across the film. The assumed velocity profile changes shape in the flow direction
because a self-similar profile, one of fixed shape but variable magnitude, leads to an
equation that typically fails under critical conditions. The resulting equations for film
thickness routinely accommodate subcritical-to-supercritical transitions and
supercritical-to-subcritical transitions as classified by the underlying wave propagation.
The more severe supercritical-to-subcritical transition is manifested by a standing wave
where the film noticeably thickens; this standing wave is a simple analogue of a hydraulic
jump. Predictions of the film-thickness profile and variations in the velocity profile com-
pare favorably with those from the Navier-Stokes equation obtained by the finite element
method.@DOI: 10.1115/1.1522412#

Introduction
The flows of thin films at moderate Reynolds number have

practical applications that include liquid film coating,@1#. In coat-
ing processes, flow rates and speeds are typically high enough that
inertial effects are significant, and yet flow is laminar. A conse-
quence of the importance of inertia is that flow may undergo
subcritical-to-supercritical,@2,3#, or supercritical-to-subcritical,
@4,5#, transitions corresponding to a change in underlying wave
propagation. Waves propagate upstream and downstream in sub-
critical flow and solely downstream in supercritical flow.

Coating flows are often designed such that film thickness
changes gradually in the flow direction. When that is the case, the
thin-film approximation to the Navier-Stokes equation is justified,
@6#. Formally, the thin-film approximation is identical to the clas-
sical boundary layer approximation,@6,7#, because of the shared
underlying assumption that cross-stream derivatives of velocity
greatly exceed streamwise derivatives. Consequently, approaches
for solving boundary layer problems can be useful for solving
thin-film problems. In particular, the boundary layer equation can
often be solved approximately by averaging over a cross section
of the flow and introducing an assumed velocity profile,@7#. This
procedure, originated by Th. von Ka´rmán and K. Pohlhausen, re-
duces the two-dimensional boundary layer equation to an ordinary
differential equation for boundary layer thickness. For the flow of
a thin film, the velocity profile employed in this approach is often
self-similar and parabolic. One reason for this choice is that the
velocity profile for purely viscous flow of a thin film in a gravi-
tational field,@6#, is parabolic. The velocity profile for fully de-
veloped film flow on an inclined, planar wall is also parabolic
~Nusselt flow!, and a self-similar velocity profile is useful for the
approach to fully developed flow,@8#, as well.

In applying the von Ka´rmán-Pohlhausen approach to the flow
of a film with inertia, any self-similar velocity profile including a
parabola leads to an ordinary differential equation for film thick-

ness that is first order in the absence of surface tension. Typically,
the solution to this film equation is singular at a critical point,
where the coefficient of the derivative of film thickness vanishes
and the directions of wave propagation change, and no continuous
solution through the critical point exists. The Navier-Stokes equa-
tion and the thin-film approximation to the Navier-Stokes equa-
tion have no such difficulty,@4,5#; consequently, the singularity is
not due to a fundamental problem with the underlying assumption
that the rate of change of film thickness is small, nor is it due to
the neglect of surface tension. The singularity is sometimes re-
movable for subcritical-to-supercritical flow by a particular choice
of film thickness at the critical point, as for flow over a weir,@2#,
and for a wall moving out of a pool,@9,10#. In that case, film
thickness at the critical point is chosen to remove the singularity,
and the film equation is integrated from the critical point in both
the upstream and downstream directions. These integrations are
consistent with the propagation of the characteristics of the hyper-
bolic equation governing wave motion,@2,9,10#. The singularity is
not removable for supercritical-to-subcritical flow, and indeed in-
tegration in the upstream direction from the critical point is im-
possible in that situation.

Instead of a self-similar velocity profile, Hassan@11# employed
a cubic velocity profile in applying the von Ka´rmán-Pohlhausen
method to film flow under supercritical conditions. Bohr, Put-
karadze, and Watanabe@12# took the same approach to a hydraulic
jump on an inclined, planar wall and thereby avoided the singu-
larity resulting from a self-similar velocity profile. Ruschak and
Weinstein@4# augmented this analysis through numerical solutions
of both the Navier-Stokes equation and the thin-film approxima-
tion to the Navier-Stokes equation. They found that the velocity
profile varies modestly in shape as flow passes from supercritical
to subcritical and that a cubic velocity profile adequately captures
this variation. A velocity profile varying in shape is key to avoid-
ing a singularity even though the variation required is modest.

The cubic velocity profile is also an effective choice for thin-
film flow because it represents well,@4,12#, the velocity profile for
Jeffrey-Hamel flow, an exact similarity solution of the Navier-
Stokes equation for radial streamlines. This flow applies to films
that are driven by inertia and so thin that the effect of gravity on
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pressure is negligible. The velocity profile has an inflection point
at the wall, and a parabolic profile cannot have an inflection point
and therefore gives less accurate results.

The film-thickness profile for supercritical-to-subcritical flow
features a standing wave where the film thickens noticeably. The
underlying assumption of gradually varying film thickness re-
mains valid in the vicinity of the standing wave, and there is no
flow recirculation. The standing wave is a precursor to a hydraulic
jump, a more extreme occurrence usually associated with an
abrupt increase in thickness and with one or more recirculations,
@13#. The focus here is the flow of thin films under critical condi-
tions and not hydraulic jumps.

The analysis of Ruschak and Weinstein@4# for flow on an in-
clined plane is generalized here for flow on an arbitrarily curved
wall under conditions where the Reynolds number is moderate
and the ratio of the characteristic film thickness to the character-
istic span of the curve,d, is small. In simplifying the exact equa-
tions, terms estimated to be first order ind are retained. The re-
sulting film equation, actually a pair of coupled ordinary
differential equations, is shown to handle routinely both
subcritical-to-supercritical and supercritical-to-subcritical transi-
tions. Several previous analyses of flow on curved walls have not
considered moderate Reynolds numbers and critical conditions.
As examples, purely viscous, time-dependent flow driven by a
gradient in capillary pressure on a surface in two dimensions has
been analyzed,@14#, and more general and accurate equations that
include the effect of gravity and a surface in three dimensions
have been derived,@15#. The other extreme of nearly inviscid and
irrotational flow has also been analyzed,@16#.

The use of a cubic polynomial for the velocity profile necessi-
tates an additional boundary condition that is generated by evalu-
ating the Navier-Stokes equation at the wall, a common practice in
the von Kármán-Pohlhausen approach to boundary layers,@7#, and
the one taken by Hassan@11# for film flow. The effectiveness of
this combination for flows with critical points has only recently
been recognized,@4,12#. Many previous analyses have exclusively
treated film flow on a vertical wall where no critical point is
encountered,@11,17#, or have deliberately avoided critical condi-
tions~see, for example,@18#, p. 56!. Many choices for the velocity
profile have been used for boundary layer flows over submerged
solid bodies,@7#, but no singularity is encountered in that situa-
tion. In cases where no external pressure gradient is imposed on
the boundary layer, high-order polynomials serve to improve the
accuracy of the results, notably the wall shear stress~see@7#, p.
206, Table 10.1!. When an external pressure gradient is imposed,
a polynomial velocity profile that is at least cubic is required to
accommodate an inflection point and a zero slope at the wall for
incipient boundary layer separation. Regardless of the assumed
profile, the equation to solve for boundary layer thickness is first
order. Because the pressure gradient is imposed and not calculated
as part of the solution, a parabolic profile does not produce a
singularity. Thus, the motivation for high-order polynomials is
improved accuracy for wall shear stress and the capability to pre-
dict flow separation. In contrast, the third-order polynomial used
here for film flow is essential to avoiding a singularity in the
differential equation for film thickness. The singularity arises be-
cause the pressure gradient depends on the interface location and
is determined as part of the solution.

The film equations resulting from a cubic velocity profile are
extensive but manageable and represent an attractive option for
the laminar flows of thin films.

Experimental Observation
An experiment was conducted to show a standing wave where

laminar flow passes from supercritical to subcritical along a
curved wall. Supercritical flow was indicated by stationary waves
in the wake of a needle breaching the surface of the film. Subcriti-
cal flow was indicated by periodic flow disturbances, induced by a
rotating agitator, radiating both upstream and downstream. To pro-

duce a film in supercritical flow, aqueous glycerol was pumped to
a weir discharging onto a vertical wall. A smooth curve, specified
by Eq. ~1! below, connected the vertical wall to a plane wall
inclined from horizontal by 2 deg. The wall and weir were ma-
chined from a single block of aluminum to avoid seams. Surface
tension and its gradients were reduced by adding the surfactant
Aerosol® OT ~Cytec Industries, Inc.! at high concentration. A
small amount of slurry of titanium dioxide was added to the liquid
to make it white and opaque. The liquid had a viscosity of 24.7
mPa•s, a specific gravity of 1.15, and a surface tension of 30
mN/m. The flow rate was 2.6 cc/s per cm of width. Lighting by
two synchronized strobe lights was adjusted to create shadows
revealing the standing wave occurring where flow passes from
supercritical to subcritical. Figure 1 is a photograph showing a
perspective view of the standing wave.

Equations
A Newtonian liquid with viscositym, density r, and surface

tensions flows steadily along a curved wall at volumetric flow
rate per unit widthq. A Cartesian coordinate system is employed
with horizontal coordinatex and unit vectorî and with vertical
coordinatez and unit vectorĵ ~Fig. 2!. The outwardly directed
normal to the wall,n̂, defines a local coordinatey originating at
the wall. The angle ofn̂ from vertical isw with positive values
indicating a downward inclination. The tangent to the wall in the
flow direction ist̂, and arc length along the wall iss. With gravi-
tational acceleration denotedg, a characteristic film thickness for
gravitationally driven, viscous flow ishc5@mq/rg#1/3. A length
scale reflecting the influence of surface tension is the capillary
length, l 5As/rg. L is a characteristic dimension of the curved
wall that may be a characteristic radius of curvature. In some
problems, notably a planar wall, it may be preferable or necessary
to interpretL differently. For example, if Re@10 and surface ten-
sion effects are negligible, thenL5Rehc is the length scale for
developing flow on a planar wall,@4#.

The ambient air is assumed to exert only a uniform pressure on
the liquid. There is, however, a pressure jump across the curved
air interface caused by surface tension.

Dimensionless variables are employed to indicate the relative
size of terms. The dimensionless coordinate along the wall isj
5s/L; that normal to the wall ish5y/hc , and the surface of the
film is given byh5z(j). The t̂-component of velocity made di-

Fig. 1 Photograph of the standing wave marking the transition
from supercritical to subcritical flow on a curved wall; the view
is downward toward the standing wave from the side. Label 1,
vertical wall; 2, curved wall; 3, standing wave with slope shad-
owed by the lighting; 4, wall inclined at 2 deg; 5, sidewalls.
Areas beyond the sidewalls of the flow have been blackened to
eliminate distractions in the surroundings. The computed film
thickness profile for these conditions is plotted in Fig. 9.
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mensionless withq/hc is u, and the n̂-component of velocity
made dimensionless withq/L is v. Pressure, made dimensionless
with rgL, is p. Dimensionless groups that arise are the Reynolds
number Re5rq/m, the aspect ratiod5hc /L, and the Bond num-
ber Bo5rgL2/s5(L/ l )2.

Wall shapes in the examples are determined by specifying the
function w(s); the coordinatesx andz of the wall then follow by
numerical integrations ofdx/ds5cos(w) anddz/ds52sin(w). In
one specification, the wall consists of two planar sections joined
by a curved section. Upstream, the wall is planar,w5w0 , and
flow is fully developed~Nusselt flow! with film thickness ap-
proachingz05@3/ sin(w0)#

1/3. Similarly, the wall is planar down-
stream,w5w1 , and flow is fully developed with film thickness
approachingz15@3/sin(w1)#

1/3. The wall is curved froms50 (j
50) to s5L (j51) according to the formula

w5w01~w12w0!@10j3215j416j5# ~0<j<1!. (1)

The slope and curvature of the wall are continuous, but the third
derivative is discontinuous atj50 andj51. In a second speci-
fication of the wall, planar ends are approached asymptotically,
and all derivatives are continuous.

w5
~w11w0!

2
1

~w12w0!

2
tanh~c1j1c2j3! ~2`,j,`!

(2)

Here,c1 and c2 are adjustable constants. In light of experience,
this smoother representation is preferable as more conducive to
numerical solution.

In presenting the Navier-Stokes and continuity equations in
wall coordinates, terms estimated to beO(d) are retained and
terms estimated to be smaller are dropped. Because moderate val-
ues of Re are contemplated, Red is consideredO(1).

The continuity equation and then̂-component of the Navier-
Stokes equation in wall coordinates are given by

]u

]j
1

]

]h F S 11dh
dw

dj D vG50 (3)

Red2u2
dw

dj
5

]p

]h
1d cos~w!. (4)

Because the intent is to integrate across the film, a macroscopic
momentum balance is considered on a control volume extending
across the film and along the wall fromj to j1Dj. After taking
the limit Dj→0, the t̂-component of the balance is

Red
d

dj E0

z

u2dh1Red2
dw

dj E
0

z

uvdh

52
d

dj E0

z

pdh2
]u

]hU
h50

1
k

Bo

dz

dj

1zS 11
dz

2

dw

dj D sin~w!1d
dw

dj E0

z ]u

]h
dh. (5)

Alternatively, thet̂-component of the Navier-Stokes equation can
be integrated over the control volume and the divergence theorem
applied. Equations~3!, ~4!, and~5! are the primary equations for
the flow of a thin film, and the required boundary conditions at the
air interface and at the wall are now considered.

At the air interface, there is no shear stress

]u

]h
2d

dw

dj
u50 ~h5z!. (6)

Viscous stresses normal to the interface are negligible, but there is
a pressure jump caused by surface tension.

p5k/Bo ~h5z! (7)

Here,k is the interfacial curvature made dimensionless withL and
is given without simplification by

k5

F S 11dz
dw

dj D 2

12d2S dz

dj D 2G dw

dj
2dS 11dz

df

dj D d2z

dj2 1d2z
dz

dj

d2w

dj2

F S 11dz
dw

dj D 2

1d2S dz

dj D 2G3/2 . (8)

This complete expression can be retained for flow entering or
exiting a hydrostatic pool under conditions where surface tension
is important,@19#. Then, as film thickness becomes large and the
viscous and inertial terms negligible, the film equations reduce to
the Young-Laplace equation of capillary hydrostatics,@20#. If sur-
face tension effects are significant and there is no pool, then only
termsO(d) need be retained in Eq.~8! as in all other equations,
i.e.,

k'
dw

dj
2dzS dw

dj D 2

2d
d2z

dj2 . (9)

Finally, the air interface is a streamline, or equivalently, the flow
rate is the same at every cross section.

15E
0

z

udh (10)

Fig. 2 Definition sketch
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At the wall, velocity is zero.

u5v50 ~h50! (11)

An additional boundary condition is required at the wall; it is
generated by evaluating thet̂-component of the Navier-Stokes
equation at the wall,@4,11,12#.

052
]p

]j
1sin~w!1

]2u

]h2 1d
dw

dj

]u

]h
~h50! (12)

Equations~3!–~12! are solved as follows. A cubic velocity pro-
file is selected that satisfies Eqs.~6!, ~10!, and~11!.

u5
A

z Fv2
5v2

2
1

4v3

3 G1
3

z Fv2
v2

2 G1
d~A29!

12

dw

dj Fv2
3v2

2 G
(13)

Here,v5h/z ranges from 0 to 1, andA is a function ofj deter-
mined as part of the solution. Previous work on a planar wall,@4#,
and the results that follow indicate that a cubic profile accommo-
dates shapes determined by numerical solutions of the Navier-
Stokes equation. Note thatA50 in Eq. ~13! gives a self-similar,
parabolic profile at lowest order. Similarly,A523/5 corresponds
to zero curvature at the wall, andA523 corresponds to a zero
velocity gradient and the onset of reverse flow at the wall. An
expression forv is obtained by substituting Eq.~13! into Eq. ~3!,
integrating with respect toh, and applying Eq.~11!; only the
leading term is required.

v5
1

z

dz

dj FAS v22
5v3

2
1

4v4

3 D13S v22
v3

2 D G2
dA

dj Fv2

2
2

5v3

6

1
v4

3 G (14)

To determine the pressure, Eq.~4! is integrated with respect to
h and Eq.~7! is applied.

p5k/Bo1dz cos~w!@12h#2Red2
dw

dj E
h

z

u~j,h̄ !2dh̄

(15)

Equations~13!, ~14!, and~15! are substituted into Eq.~5! and the
indicated operations are performed.

05D
dz

dj
2N1

Red

z2

da

dj
1

d~A29!

4z2

dw

dj
1

1

Bo

dk

dj
1

Red2

z

d2w

dj2

•S 2
3

4
1

23A

420
2

A2

315D1
Red2

z

dw

dj

dA

dj S 11

420
2

2A

315D
1

Red2

z2

dw

dj

dz

dj S 33

40
2

37A

420
1

A2

168D (16)

In Eq. ~16!,

D5d cos~w!2Reda/z3 (17)

N5~11dzdw/dj!sin~w!2~31A!/z3 (18)

a56/52A/151A2/105 (19)

An additional equation is required because Eq.~16! has two un-
knowns,A andz, and this need is met by Eq.~12!. Upon substi-
tuting Eqs.~13! and ~15!, Eq. ~12! becomes

05d cos~w!
dz

dj
2sin~w!S 11dz

dw

dj D1
~5A13!

z3

2
3d~A17!

4z2

dw

dj
1

1

Bo

dk

dj
1

Red2a

z2

dw

dj

dz

dj
2

Red2a

z

d2w

dj2

2
Red2

z

dw

dj

da

dj
. (20)

As a matter of preference, Eq.~16! is replaced by the difference of
Eqs.~16! and ~20!

05
Reda

z3

dz

dj
2

Red

z2

da

dj
1

4A

z3 2
d~A13!

z2

dw

dj
1

Red2

z

d2w

dj2

•S 2
9

20
1

A

84
2

2A2

315D1
Red2

z

dw

dj

dA

dj S 17

420
2

4A

315D
1

Red2

z2

dw

dj

dz

dj S 3

8
1

3A

140
1

A2

280D (21)

Eq. ~21! has no explicit terms involving gravity or surface tension.
Equations~20! and ~21! together are referred to as the film

equation with varying velocity profile. The highest order deriva-
tives are the third derivative ofz and the first derivative ofA. In
the examples below, a value forz is specified upstream. In the
cases where the film approaches fully developed flow down-
stream, the additional boundary conditions areA→0, dz/dj→0,
andd2z/dj2→0 asj→`.

In the last of the examples the wall is planar~w is a constant!
and the film flows into a pool. For that case, Eq.~8! simplifies to

k52d
d2z

dj2Y F11d2S dz

dj D 2G3/2

. (22)

To develop a downstream boundary condition, the Young-Laplace
equation of capillary hydrostatics is obtained from Eq.~20! by
dropping the dynamic terms

05d cos~w!
dz

dj
2sin~w!1

1

Bo

dk

dj
. (23)

Equation~23! is integrated to get

05d cos~w!z2sin~w!~j2jp!1k/Bo (24)

in which jp is a constant of integration. The straight line giving
the surface of the pool away from the wall is determined by set-
ting k50 in Eq. ~24!,

z→z`~j!5tan~w!~j2jp!/d. (25)

If extended to the wall, this asymptote for the surface of the pool
intersects the wall atj5jp . Finally, a boundary condition that
can be applied at a finite value ofj is obtained by linearizing Eq.
~24! aboutz5z`(j),

d2z/dj25Bo cos~w!~z2z`!@11d2~dz` /dj!2#3/2. (26)

Equation~26! is applied at the downstream end of the grid, which
must extend beyondjp .

The equations are solved by central finite differences. The grid
is made sufficiently long to accommodate the asymptotic bound-
ary conditions. Given an estimate of the film-thickness profile, an
improved estimate is generated by Newton’s method; that is, Eqs.
~20! and~21! are linearized about estimates ofz andA and solved
to obtain improved estimates. The starting estimate is a film thick-
ness and velocity profile corresponding to fully developed flow at
the local inclination of the wall,z5@3/ sin(w)#1/3 and A50.
Under-relaxation is usually necessary in early iterations to prevent
divergence.

Additionally, selected numerical solutions of the Navier-Stokes
equation were generated by the finite element method,@21#. In the
formulation, velocity is piecewise linear and pressure is piecewise
constant.

To obtain the equations used by Ruschak and Weinstein@4# for
flow on an inclined plane,w is made constant in Eqs.~20! and
~21!

05d cos~w!
dz

dj
2sin~w!1

~5A13!

z3 1
1

Bo

dk

dj
(27)
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05
Reda

z3

dz

dj
2

Red

z2

da

dj
1

4A

z3 . (28)

These simplified equations can also be applied to a wall so gradu-
ally curved that it may be considered locally planar.

If the wall is slightly curved or planar and ifA is a specified
constant for a self-similar velocity profile, then a single equation
descended from Eq.~16! is sufficient. For a parabolic velocity
profile, A50, and for negligible surface tension, this equation is
the Nusselt film equation,@3#.

05D
dz

dj
2N (29)

The solution to Eq.~29! is singular at a critical point,D50,
except in special cases where the singularity is removable by set-
ting N50 at the critical point as well,@2,3,10#. While retaining
the surface tension term formally averts the singularity, standing
waves of high spatial frequency appear that are not present in
numerical solutions of the Navier-Stokes equation. Except by the
artifact of rapidly changing curvature, surface tension cannot be
important because the wall is straight or slightly curved. The cubic
velocity profile, whereA varies with distance along the wall, re-
moves the singularity in Eq.~29! with or without surface tension,
and formally there is no longer a critical point. However, the
variation ofA is significant only nearD50, and so wave propa-
gation is largely unaffected elsewhere. In this light,D50 can still
be regarded as critical point, even though there is no critical point
in a strict sense.

Results
The following examples illustrate the capabilities of the film

equation with varying velocity profile. Computations of the
Navier-Stokes equation support the accuracy of the approximate
equation.

Consider a transition from subcritical to supercritical flow un-
der conditions that conservatively meet the restrictions of the sim-
plified analysis. The shape of the downwardly curving wall is
given by Eq.~1! with w052 deg andw1590 deg, and the flow
conditions are Re520, d50.0147, andBo effectively infinite
~negligible surface tension!. In this situation, flow passes from
subcritical to supercritical. The Nusselt film equation, Eq.~29!,
the film equation with varying velocity profile, Eqs.~20! and~21!,
and the Navier-Stokes equation were solved. In solving the Nus-
selt equation, the thickness of the film at the critical point is cho-
sen to remove the potential singularity, and the integration pro-
ceeds upstream and downstream starting at the critical point,@2#.
On the other hand, the film equation with varying velocity profile
requires no such special procedure. The film profiles for the film
equation with varying velocity profile and the Navier-Stokes
equation are shown in Fig. 3; only the critical point from the
Nusselt film equation is shown because the profile is indistin-
guishable. A small oscillation appears at the start of the solution to
the Navier-Stokes equation. This disturbance may reflect the sen-
sitive nature of the subcritical flow and the inability of the finite
elements employed~piecewise linear velocity and piecewise con-
stant pressure! to represent perfectly the fully developed flow up-
stream. The plot ofA in Fig. 4 shows that the velocity profile
smoothly evolves. The greatest departure from a parabolic veloc-
ity profile and the most rapid rate of change of shape occur near
the critical point. In Fig. 5, the range of velocity profiles is shown
for the Navier-Stokes equation together with the extreme velocity
profiles,A520.005 and 0.559, for the film equation with varying
velocity profile. The slope of the velocity profile at the wall is
greater than that for a parabolic profile. The good agreement sup-
ports the conclusion that the varying velocity profile circumvents
the removable singularity in the Nusselt film equation in a manner
consistent with the exact solution.

Consider next a transition from supercritical to subcritical flow,
the more severe case. The shape of the upwardly curving wall is

given by Eq.~1! with w0590 deg andw153 deg, and the flow
conditions are Re520,d50.0093, andBo effectively infinite. Fig-
ure 6 shows film profiles for the film equation with varying ve-
locity profile and for the Navier-Stokes equation. Figure 7 is an
expanded view near the standing wave, and it is evident that the
film equation with varying velocity profile over predicts the rate
of thickening of the film. This bias appears to be a general result
for transition from supercritical to subcritical flow. The Nusselt
film equation has no continuous solution through the critical point,
but it can be integrated from both upstream and downstream to-
ward the critical point. The integration from upstream toward the
critical point continues almost to the critical point before suddenly
diverging, and the film profile is nearly identical to those from the
Navier-Stokes equation and the film equation with varying veloc-
ity profile and so is not shown in Fig. 7. The integration from
downstream toward the critical point also continues to the critical
point before diverging, but near the critical point the film thick-
ness significantly exceeds that from the Navier-Stokes equation as
shown in Fig. 7. The differences among the three computations

Fig. 3 Film thickness profiles for Re Ä20 and dÄ0.0147 from
the film equation with varying velocity profile and the Navier-
Stokes equation on a downwardly curving wall. Only the posi-
tion of the critical point from the Nusselt film equation is indi-
cated because the profile is indistinguishable. The initially
subcritical flow becomes supercritical as wall inclination
increases.

Fig. 4 Plot of the velocity profile parameter A for the condi-
tions of Fig. 3. Upstream and downstream, A\0 as the velocity
profile becomes fully developed.
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are confined to a distance downstream from the critical point of
the order of magnitude of the local film thickness. Perfect agree-
ment of the profiles for the Navier-Stokes equation and film equa-
tion with varying velocity profile is unlikely for so rapid a change
in the streamwise direction. Figure 8 shows the range of velocity
profiles for the Navier-Stokes equation and the extreme velocity
profiles for the film equation with varying velocity profile. In
contrast to the first example, the gradient of the velocity profile at
the wall is less than that for a parabolic profile. The agreement is
again good enough to support the contention that the incorpora-
tion of a varying velocity profile circumvents the singularity in the
solution of the Nusselt film equation in a manner consistent with
the exact solution.

Computations were also performed for the conditions of the
experimental observation, namely Re512, d50.021, andBo
5600. Additional calculations were performed for Re50.1 and
Re525. Film profiles from the Navier-Stokes equation and from
the film equation with varying velocity profile are shown in Fig. 9.
The standing wave marking the transition from subcritical to su-
percritical flow is most apparent at a Reynolds number near that
of the experiment, and the flow rate was in fact varied in the

experiment until the standing wave was prominent. The tendency
of the film equation with varying velocity profile to over predict
the rate of film thickening at a supercritical-to-subcritical transi-
tion is again evident.

Figure 10 shows the film profile for flow on an initially hori-
zontal wall that subsequently curves downward to vertical. The
specific conditions are Re550, d50.05, Bo effectively infinite,
andw050 deg,w1590 deg,c153 andc250.2 in Eq.~2!. Flow
passes from supercritical to subcritical on the horizontal portion of
the wall and then back to supercritical on the curved portion. Near
the inlet, gravitational effects are unimportant, and film thickness
increases linearly with distance,@4,5,22#. This region is described
by Jeffery-Hamel flow, an exact, self-similar solution of the
Navier-Stokes equation,@4#. In the film equation with varying
velocity profile, this limiting case corresponds toA523/5 and a
velocity profile with zero curvature at the wall. Beyond the sta-
tionary wave, which occurs where the film thickens to the point
that gravity becomes significant, flow is driven by a streamwise,
substantially hydrostatic pressure gradient; thus, the gradually de-
creasing film thickness. The curved portion of the wall removes
the liquid and determines the position of the standing wave. This
example shows that the film equation with varying velocity profile

Fig. 5 The range of velocity profiles for the conditions of Fig.
3 from the film equation with varying velocity profile and from
the Navier-Stokes equation. The two profiles from the film
equation correspond to the extreme values of A . The range of
velocity at each of 11 nodes is shown for the Navier-Stokes
equation.

Fig. 6 Film profiles for Re Ä20 and dÄ0.0093 from the film
equation with varying velocity profile and the Navier-Stokes
equation on an upwardly curving wall. The initially supercritical
flow becomes subcritical as wall inclination decreases.

Fig. 7 An expanded view of film profiles for the conditions of
Fig. 6 in the vicinity of the standing wave. The Nusselt film
equation gives two sections that are discontinuous at the criti-
cal point; the section upstream of the critical point is indistin-
guishable and not shown

Fig. 8 The range of velocity profiles for the conditions of Fig.
6 from the film equation with varying velocity profile and from
the Navier-Stokes equation. The two profiles from the film
equation correspond to the extreme values of A . The range of
velocity at each of 11 nodes is shown for the Navier-Stokes
equation.
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can accommodate flow driven by inertia, flow driven gravitation-
ally by decreasing depth on a horizontal wall, and multiple
transitions.

The film equation with varying velocity profile, incorporating
the Young-Laplace equation of capillary hydrostatics, can also ac-
commodate transitions to a pool. For a planar wall, the surface
curvature and the boundary condition for the downstream end of
the grid are given by Eqs.~22! and ~26!, respectively. In Fig. 11,
the angle of inclination of the planar wall is 20 deg and Re520.
The figure shows the effect of surface tension withhc / l 50.173.
Surface tension mitigates the abruptness of the transition and cre-
ates standing waves extending upstream of the pool surface. So,
high surface curvature can develop even though the geometry is
planar or gently curved, and surface tension may have to be in-
cluded in that case.

Concluding Remarks
The film equation with varying velocity profile appears quite

versatile. The velocity gradient at the wall is free to vary, and this
variation circumvents mathematical difficulties related to a self-
similar velocity profile where the flow passes from supercritical to
subcritical or visa versa. The cubic profile can accommodate the
important special cases of a parabolic velocity profile and of
Jeffrey-Hamel flow. Moreover, the Nusselt film equation, Eq.~29!
with A50 and a56/5, gives a reasonable account of inviscid
flow for Re large,@3#. Of course, the film equation with varying

velocity profile is not as versatile as the thin-film approximation to
the Navier-Stokes equation from which it is descended. Most ob-
viously, there is less freedom to specify an initial velocity profile.
However, the film equation captures the gradually changing flow
downstream that develops as the effects of initial conditions that
are possible with the Navier-Stokes equation or the thin-film ap-
proximation to the Navier-Stokes equation decay,@4#. At rela-
tively high Reynolds numbers, a boundary layer at the wall can be
combined with a plug of inviscid flow at the air interface to ac-
commodate an initially flat velocity profile,@3#.

As compared to a typical film profile equation, the proposed
equations are of higher order in spatial derivatives in a consider-
ation of wave propagation. Wave propagation is no longer hyper-
bolic but dispersive in nature. Nevertheless, the resulting differ-
ences are only appreciable near the critical point obtained when a
self-similar parabolic profile is used. Thus, the character of the
flow upstream and downstream of the critical point is essentially
determined by the self-similar, parabolic form. Consequently, flow
can still be characterized as subcritical or supercritical upstream
and downstream of the critical point because wave motion there is
essentially governed by a hyperbolic equation. The dispersive,
nonhyperbolic character is manifest only near the critical point
and serves to bridge the upstream and downstream hyperbolic
regimes.
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Effects of Concave Curvature on
Boundary Layer Transition Under
High Freestream Turbulence
Conditions
An experimental investigation has been carried out on a transitional boundary layer
subject to high (initially 9%) freestream turbulence, strong acceleration~K5~n/Uw

2 !
3~dUw /dx! as high as 931026!, and strong concave curvature (boundary layer thick-
ness between 2% and 5% of the wall radius of curvature). Mean and fluctuating velocity
as well as turbulent shear stress are documented and compared to results from equivalent
cases on a flat wall and a wall with milder concave curvature. The data show that
curvature does have a significant effect, moving the transition location upstream, increas-
ing turbulent transport, and causing skin friction to rise by as much as 40%. Conditional
sampling results are presented which show that the curvature effect is present in both the
turbulent and nonturbulent zones of the transitional flow.@DOI: 10.1115/1.1522410#

Introduction
Boundary layer transition is influenced by a number of factors,

including streamwise pressure gradient, freestream turbulence in-
tensity ~FSTI!, surface curvature, compressibility, and surface
roughness. In gas turbine environments, Mayle@1# states that a
substantial fraction of the boundary layer on both sides of a gas
turbine airfoil may be transitional. The extended transition zones
exist due to strong favorable pressure gradients, found on both the
pressure side and the leading section of the suction side, which
stabilize the boundary layer and delay transition in spite of the
high freestream disturbance levels in gas turbine environments.
The ability to model and predict high FSTI transition is important
since heat transfer rates, skin friction coefficients, and in some
cases boundary layer separation depend strongly on the state of
the boundary layer with respect to transition. Improved transition
models and turbine designs depend, therefore, on a better under-
standing of high FSTI transition.

The role of surface curvature on high FSTI transition is not
fully understood. Mayle@1# states that transition onset is con-
trolled by the freestream turbulence and the periodic unsteadiness
caused by wakes from upstream airfoils. He notes that the turbu-
lent spot production rate, which determines the length of the tran-
sition region, is controlled primarily by the freestream disturbance
and the streamwise pressure gradient, but that curvature may play
a secondary role. The extent of this secondary role is largely un-
known, as only limited data exist from convex surfaces and ‘‘vir-
tually no reliable data’’ are available from concave surfaces for
computation of spot production rates,@1#. Determining the signifi-
cance of curvature is potentially important for improved turbine
design. If curvature is not significant, both modeling of transi-
tional boundary layers and future experimental studies may be
simplified, as results from flat-plate studies may be directly ap-
plied to curved airfoils. If curvature is found to be significant, its
effects should be incorporated into future transition models.

Reasonable arguments can be made both for and against the
importance of curvature on high FSTI transition. Low FSTI re-
sults suggest that curvature is important. Go¨rtler @2# determined
theoretically that convex curvature is stabilizing and that concave

curvature is destabilizing. He predicted the formation of stream-
wise vortices~now known as Go¨rtler vortices! on concave sur-
faces. Liepmann@3# confirmed these results experimentally under
low FSTI conditions. He showed that convex curvature only
slightly delays transition, but that concave curvature can cause
transition to occur significantly earlier. Transition occurred when
the Görtler number,G, was between 6 and 9, decreasing with the
FSTI. These results have been confirmed in several subsequent
studies. Floryan@4# and Saric@5# provide reviews. Volino and
Simon@6# provide recent documentation from a zero pressure gra-
dient case, and Finnis and Brown@7# considered a favorable pres-
sure gradient case. In a low FSTI, fully turbulent boundary layer,
Simonich and Moffat @8# showed that concave curvature of
strength comparable to gas turbine conditions resulted in about a
20% enhancement in heat transfer over flat-plate results.

While the low FSTI studies show the importance of concave
curvature, the results of high FSTI investigations are less clear.
Data from fully turbulent boundary layers again suggest that cur-
vature is important. Kim et al.@9# documented cases with inlet
FSTI of 8% on both flat and concave walls, and showed increased
turbulent activity and an enhancement of heat transfer by about
16% on the concave wall. Kestoras and Simon@10# documented a
boundary layer with 8% inlet FSTI moving from a concave wall
onto a flat wall. They showed an almost immediate drop in turbu-
lence within the boundary layer as the flow moved onto the flat
wall. They postulated a synergistic effect between curvature and
freestream turbulence, stating that when concave curvature and
high FSTI are combined, the freestream eddies are able to pen-
etrate closer to the wall than in a flat wall flow, resulting in sig-
nificantly higher transport within the boundary layer.

Only a few studies have documented transition with high FSTI.
On surfaces subject to zero streamwise pressure gradients, Blair
@11#, Sohn and Reshotko@12#, and Kim et al.@9# all showed that
at FSTI above about 3%, transition occurred rapidly near the lead-
ing edge of a test surface. Hence, little documentation of transition
is provided in these cases. Kim et al.@9# included a concave cur-
vature case, and found no evidence of Go¨rtler vortices. They pro-
posed that the enhanced turbulent transport caused by the high
FSTI and early transition lowered the effective Go¨rtler number
and suppressed the formation of the vortices. Since Go¨rtler vorti-
ces change the transition mechanism and promote early transition
under low FSTI conditions,@6#, their absence under high FSTI
might suggest that curvature does not play a strong role in high
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FSTI transition. Riley et al.@13# considered zero pressure gradient
cases on concave walls with inlet FSTI as high as 7.2%. Their
results indicate that with very strong curvature ((r /us)

0.5,20),
transition start is delayed relative to flat wall results. They re-
ported the presence of Go¨rtler vortices, and attributed the delayed
transition to increased near-wall velocity gradients caused by the
vortices. In cases with curvature representative of gas turbine con-
ditions ((r /us)

0.5.30), as indicated by Mayle@1#!, Riley et al.
@13# showed no significant difference in transition start between
concave and flat wall results. They did not provide a correlation
for transition end.

Extended transition regions do occur when high FSTI is com-
bined with strong acceleration. Results are available from turbine
cascade and rotating rig studies~e.g., Halstead et al.@14#!, but in
these cases the effects of airfoil curvature, while present, cannot
be isolated. Volino and Simon@15–17# considered transition along
a concave wall with inlet FSTI of 8% and acceleration withK as
high as 931026. Acceleration rates, Reynolds numbers and FSTI
were typical of the pressure side of a gas turbine airfoil. The
strength of curvature, (r /us)

0.5553, was mild relative to gas tur-
bine conditions. An extended transition region, with intermittent
turbulent and nonturbulent zones, covered most of the test surface.
Although detailed documentation of the transition was provided,
no comparison case from a flat wall was available, so the effect of
the concave curvature could not be determined. Volino and Simon
@17# stated that the curvature effect was probably small, since the
strong acceleration, by suppressing the growth of the boundary
layer, kept the strength of curvature low. In contrast, Volino@18#
presented a model incorporating freestream turbulence and curva-
ture effects and used it to predict that the curvature effect in
the Volino and Simon@15–17# case might be substantial. As
stated above, no experimental data were available to verify the
prediction.

The present study addresses the significance of concave curva-
ture directly. The case presented by Volino and Simon@15–17#
has been reproduced on a flat test wall, and a concave wall with
strong curvature ((r /us)

0.5527). The flat wall results were pre-
sented in detail by Volino et al.@19#. In the present paper the
concave wall results are presented and compared to the flat wall
results and the weaker concave curvature case of Volino and Si-
mon @15–17#.

Experiments

Facility and Measurements. All experiments were con-
ducted in the same low speed wind tunnel described in detail by
Volino et al. @19# and shown in Fig. 1. The only change to the
facility for the present study was the replacement of a flat-plate
test section with a curved, converging channel. The facility is very
similar to that used by Volino and Simon@17#, again with the
exception of the curvature of the test wall. One side of the present
test section is a concave curved Plexiglas surface of 0.69 m width
and 0.80 m length, which serves as the test wall. This wall has a
constant radius of curvature of 25.4 cm. Pressure taps are installed
along its spanwise centerline. At the leading edge of the test wall
a slot is used to bleed off the boundary layer which grows in the
development section between the turbulence generator and the
leading edge. Opposite the test wall is a flexible convex wall that
can be adjusted to set the desired pressure gradient along the test

wall. For the present study the inlet velocity is set to 4.6 m/s and
the velocity gradient along the wall is held constant at 13.9 s21,
matching the previous flat wall,@19#, and mild concave curvature,
@17#, cases.1 The acceleration parameter,K, drops from a maxi-
mum of 931026 at the inlet to the test section to 131026 at the
last measurement station. The FSTI at the inlet to the test section
is 8.6%, based on all three components of the fluctuating velocity.
Further details of the freestream turbulence including spectra and
length scales are given in Volino et al.@19#. Within the test sec-
tion, the streamwise component of the freestream turbulence,ū8̀ ,
remains nearly constant at;0.35 m/s, butv̄ 8̀ increases from 0.50
m/s to 0.73 m/s. On the flat wall,ū8̀ decreased in the streamwise
direction while v̄ 8̀ remained nearly constant. It should be noted,
however, that these values are based on data at the measurement
point most distant from the wall (y530 mm). Whileū8̀ and v̄ 8̀
on the flat wall andū8̀ on the concave wall reach their freestream
value by this location,v̄ 8̀ is still changing with distance from the
wall at several streamwise stations on the concave wall.
Freestream turbulence intensity~normalized using the local
freestream velocity! drops in the streamwise direction in both the
concave and flat wall cases, mainly due to the increasing
freestream velocity. Values ofK through the test section, measure-
ment locations, and other parameters are shown in Table 1.

Velocity profile measurements were made at nine streamwise
stations along the centerline of the test wall using a single sensor,
boundary layer type hot-wire probe~TSI model 1218-T1.5!, a
boundary layer cross-wire probe~TSI model 1243-T1.5! and a
constant-temperature hot-wire anemometer~TSI model IFA-100!.
The probes were moved normal to the wall at each station using a
manual traversing stage with a minimum increment of 10mm. At
each position in the velocity profiles, data were acquired for 26
seconds at a 20 kHz sampling rate (219 data points!. The hot-wire
signals were low-pass filtered at 10 kHz. All raw data were stored.
Sampling at 20 kHz provided essentially continuous velocity
traces for subsequent processing as detailed in Volino et al.@19#.
Mean and rms fluctuating velocities in the streamwise and wall-
normal directions were computed from the instantaneous data.
Uncertainties in these quantities are 3–5% except in the very near
wall region (y1,5) where near-wall corrections~Wills @22#! are
applied to the mean velocity. Uncertainty in the turbulent shear
stress,2u8v8, is 10%. Skin friction coefficients were determined
using a technique wherebytw was adjusted until theU1 versus
y1 data fit profiles computed using near-wall similarity, as de-
scribed by Volino and Simon@23#. This technique accounts for
pressure gradient effects on the near wall profile. Uncertainty in
Cf is 8%. Boundary layer thicknesses were determined from the
mean velocity profiles. Uncertainties in the momentum and dis-
placement thicknesses are 10%. These uncertainties include bias
errors which tend to cancel such that the uncertainty in the shape
factor, H, is 7%. The intermittency function, which indicates
whether the boundary layer is instantaneously turbulent or nontur-
bulent, was calculated using both the instantaneous streamwise
velocity, u, and the instantaneous turbulent shear stress,2u8v8,
as described by Volino et al.@19#. The overall uncertainty in the
time-averaged intermittency,g, is 0.1. The instantaneous intermit-
tency function was used to separate the turbulent and nonturbulent

1The nominal ‘‘freestream’’ velocity for the concave wall cases is not so clear as
in the corresponding flat wall case. On a flat wall, the velocity gradient]U/]y
approaches zero outside the boundary layer, so the freestream velocity is independent
of the distance from the wall. Curvature induces a nonzero]U/]y, which under low
FSTI conditions approaches the potential flow solution for a curved channel. With
high FSTI, however, the combination of streamwise curvature and freestream turbu-
lence results in cross transport of momentum, as described by Eckert@20#, and
deviation from the potential flow solution. The gradient]U/]y is approximately
constant in the freestream, so following the procedure of Kestoras and Simon@21#, a
straight line is fit to the mean velocity data in the freestream at each station and
extrapolated to the wall (y50). This extrapolated velocity, designatedUw , is used
as the freestream velocity for the concave wall case.Fig. 1 Schematic of the test facility
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zones of the boundary layer for conditional sampling. In the fig-
ures which follow, data points are shown for the nonturbulent
zone only when the localg,95%, and for the turbulent zone only
when g.5%. Bulk parameters such asCf are presented when
gpk,95% andgpk.5% for the nonturbulent and turbulent zones,
respectively.

Results

Intermittency. Intermittency profiles for the nine measure-
ment stations are shown in Fig. 2. These results were computed
using the instantaneous streamwise velocity,u. Although not pre-
sented here, intermittency profiles based on the instantaneous tur-

Fig. 2 Intermittency profiles based on u Fig. 3 Intermittency factor versus streamwise distance

Table 2 Transition start and end locations

Table 1 Flow parameters at measurement stations
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bulent shear stress always agreed with those in Fig. 2 to within
0.10 and were generally within 0.05. The intermittency remains
nonzero well away from the wall, toy/d* as high as 40. In the flat
wall case, Volino et al.@19# showed g approaching zero by
y/d* 510. Something in the concave wall case promotes turbu-
lence well away from the wall. The peak intermittency in each
profile is shown in Fig. 3 and compared to results from the flat
wall and mild curvature cases. The intermittency remains fairly
low (gpk;10%) for the first two stations of the strong curvature
case and then starts to rise. Note that even at the first station, the
intermittency is higher than that measured in the other two cases.
For all these cases, the beginning of the rise ing corresponds toK
dropping below 331026. In low FSTI boundary layers,K.3
31026 leads to relaminarization~Jones and Launder@24#!. By the
last station, transition is complete in the strong curvature case,
whereas the flat and mildly curved wall cases are only approach-
ing the end of transition. Following the technique of Narasimha
@25#, as modified by Volino and Simon@26#, the function

f ~gpk!5~2 ln~12gpk!!1/2 (1)

can be computed based on the peak intermittency at each station
and plotted versus streamwise location. The data in these coordi-
nates tend to lie along a straight line. The line may be extrapolated
to f (gpk50)50 and f (gpk50.99)52.146, corresponding to the
beginning and end of transition. Transition start and end locations
for the three cases are listed in Table 2. Figure 4 showsgpk plotted
versus dimensionless streamwise location within transition. Also
shown is the theoretical curve

gpk5expS 24.6S x2xs

xe2xs
D 2D (2)

based on the Dhawan and Narasimha@27# transition model.
Agreement between the data and theory is good. Differences from
Eq. ~2! are seen at lowg in all the cases. This is termed ‘‘subtran-
sition’’ @25# and is expected in favorable pressure gradient flows.
The Dhawan and Narasimha@27# model assumes a concentrated
breakdown or formation of turbulent spots at the transition start
location. In fact, spots are formed over some finite distance in the
streamwise direction in a distributed breakdown. Favorable pres-
sure gradients stabilize the boundary layer and extend this region,
resulting in the subtransition. The presence of the subtransition
means that the actual start of transition does not occur at thexs
location given in Table 2. Thexs andxe value do, however, indi-
cate the rate at which transition proceeds. The mild curvature case
completes transition slightly upstream of the flat wall case, and
the strong curvature case completes transition well upstream of

the other two cases. Since curvature is the only difference between
the cases, it is clear that concave curvature has a significant effect
on transition.

The dimensionless turbulent spot propagation rate~Mayle @1#!
may be computed as

n̂s5
4.6n2Ū`

~xe2xs!
2Us

3 (3)Fig. 4 Peak intermittency in profile versus dimensionless
streamwise location

Fig. 5 Mean velocity profiles in wall coordinates: „a… compos-
ite; „b… nonturbulent; „c… turbulent
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whereŪ` is the average freestream velocity in the transition re-
gion. In the strong curvature casen̂s51.0310210. For the flat
wall case and the mild curvature case,n̂s was 4.2310211 and
5.5310211, respectively. These values are in agreement with the
trends reported by Mayle@1# for other favorable pressure gradient
cases and are three to five times less than would be expected for a
zero pressure gradient case with the same FSTI at the beginning
of transition. It appears that wall curvature, FSTI and pressure
gradient are all important parameters in determining the spot
propagation rate.

Mean Velocity Profiles. Mean velocity profiles for the nine
measurement stations of the strong curvature case are presented in
Fig. 5 in wall coordinates. Figure 5(a) shows the composite~un-
conditioned! profiles. Figures 5(b) and 5(c) show turbulent and
nonturbulent zone results from conditional sampling of the data.
The composite profiles vary only slightly through Station 5. For
the remaining downstream stations, the profiles collapse to a
turbulent-like shape. Even the most upstream stations do not ex-
hibit the laminar-like shape that was seen in the flat wall results of
Volino et al.@19#. At Stations 7–9, where the acceleration rate has
dropped toK,1.531026 and transition is complete or nearly so,
the profiles agree with the zero pressure gradient law of the wall,
although the log-law region is quite small. The short log-law re-
gion is a consequence of the combined concave curvature and
high FSTI that gives rise to significant momentum transport and
result in a large, negative wake strength. The nonturbulent zone

profiles ~Fig. 5(b)) exhibit a laminar-like shape, even at the end
of transition, as was also seen in the flat wall case. The turbulent
zone profiles~Fig. 5(c)) exhibit a more turbulent-like shape, and
the last five stations collapse. Note that the data at even the most
downstream station falls slightly below the zero pressure gradient
law of the wall, again due to the enhanced momentum transport in
the outer part of the boundary layer. Examination of the results in
@19# shows that this effect is not as strong on the flat wall, where
there is better agreement with the zero-pressure gradient law of
the wall.

Figure 6 shows the differences between the composite, nontur-
bulent, and turbulent profiles at Station 5, in the center of the
transition zone (gpk50.67). Also shown for comparison are the
results for the flat wall at the same streamwise position, which
was closer to the start of transition (gpk50.17). On the concave
wall, velocities in the near wall region are slightly higher in the
turbulent zone than in the nonturbulent zone due to higher levels
of turbulent mixing. Differences between the zones are not as
dramatic as on the flat wall, however. While this might be attrib-
uted to the difference in the intermittency for the two cases at this
streamwise position, it is also observed when comparing profiles
from the two cases with the same intermittency and different
streamwise locations. The enhanced mixing induced by the curva-
ture results in higher near wall velocities, particularly in the non-
turbulent zone. In the concave wall case, as in the flat wall case,
the nonturbulent zone of the boundary layer never behaves as if it
were laminar due to the freestream buffeting the boundary layer.
This is explained further in Volino@18#.

Fig. 6 Mean velocity profile for Station 5

Fig. 7 Momentum thickness versus streamwise distance

Fig. 8 Shape factor versus streamwise distance

Fig. 9 Comparison of skin-friction coefficient
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Boundary Layer Growth. Figure 7 shows the momentum
thickness plotted versus streamwise position. On the concave
wall, the composite flow momentum thickness remains nearly
constant through the first five stations and then increases asK
drops and transition nears completion. In the nonturbulent zone,
the momentum thickness drops somewhat in the streamwise direc-
tion. In contrast, the turbulent zone momentum thickness in-
creases continuously. This is likely due to turbulent entrainment at
the boundary layer edge, which appears to be more significant on
the concave wall than the flat wall.

The shape factor,H, shown in Fig. 8, is an indicator of the state
of the boundary layer with respect to transition. The composite
flow shape factor drops from about 1.8 at Station 1 to 1.45 at
Station 9. The decrease inH tracks the increase ingpk ~Fig. 3!. In
the nonturbulent zoneH increases slightly from 1.8 to about 2.0.
A low FSTI laminar boundary layer on a flat wall with the same
pressure gradient would have a shape factor of about 2.4. The
shape factors below the laminar value agree with Fig. 6, which
shows that the high FSTI makes the nonturbulent zone velocity
profiles appear less laminar-like and more like those in the turbu-
lent zone. In the turbulent zone,H drops from about 1.5 to 1.3.
These values are significantly less than those for the flat wall case
and suggest that the wall curvature promotes greater momentum
transport in the turbulent zone even in a high FSTI, strongly ac-
celerated boundary layer.

Skin Friction Coefficients. Skin friction coefficients,Cf ,
were computed from the mean velocity profiles and are plotted
versus Rex in Fig. 9. Composite flow results are presented for the
flat wall, mild and strong curvature cases, and conditional sam-
pling results are presented for the flat wall and strong curvature
cases. The striking characteristic of the figure is that the nontur-
bulent, turbulent, and composite skin friction values in the strong
curvature case are all significantly higher than in the flat wall case.
The composite skin friction coefficient is as much as 56% higher
and is an average of 42% higher than the flat wall case. The
average increases inCf in the nonturbulent and turbulent zone are
45% and 23%, respectively. These results indicate that wall cur-
vature, even in the presence of strong acceleration and high FSTI,
can lead to a significant increase in momentum transport in the
boundary layer. TheCf values from the mild curvature case fall
between the flat wall and strong curvature results as expected. The
differences between the flat and curved wall cases shown in Figs.
5–9 are apparent even at the most upstream stations. This is not
unreasonable sinceG'5, and (r /us)

0.5525 by Station 1 of the
strong curvature case.

Fluctuating Velocity. Figure 10 showsū8 profiles in wall
coordinates. The strong curvature composite flow results, shown
in Fig. 10(a), are typical of transitional and turbulent boundary
layers. The peak inū8/ut occurs aty1515, and the magnitude of
the peak is between 2 and 2.3. The nonturbulent and turbulent
zone data are shown in Figs. 10(b) and 10(c), respectively. In-
cluded in these figures are bars showing the range of flat wall data
from Volino et al.@19#. In the nonturbulent zone, the concave wall
data show good agreement with the flat wall results. In the turbu-
lent zone the data from all stations collapse, particularly near the
wall, showing self-similarity throughout the transition region. In
the near wall regionū8/ut on the concave wall is slightly but
consistently reduced compared to the flat wall case. This indicates

Fig. 10 Fluctuating streamwise velocity profiles in wall coor-
dinates: „a… composite; „b… nonturbulent; „c… turbulent

Fig. 11 Fluctuating streamwise velocity profile for Station 5
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higher skin friction relative to near wall turbulence on the concave
wall, and may be due to higher mixing in the outer part of the
boundary layer. In the outer region the two data sets show good
agreement in wall coordinates. Figure 11 shows theū8 profiles at
Station 5, midway through transition on the concave wall. The
peak inū8 is slightly closer to the wall in the turbulent zone, but
the magnitudes of the turbulent and nonturbulent peaks are very
nearly equal. The difference between the turbulent and nonturbu-
lent zones is much reduced from the flat wall case, indicating that

something in the concave wall case is promoting fluctuations in
the streamwise direction independent of turbulence.

Figure 12 shows thev̄8 profiles. Figure 12(a) presents the com-
posite flow results for the strong curvature case. The profiles are
typical for a high FSTI boundary layer. They show a peakv̄8 in
the near wall region with a minimum farther from the wall fol-
lowed by a rise to the freestream value. The minimum inv̄8 re-
sults as the freestream turbulence is damped by the wall. The
magnitude ofv̄8/ut rises in the near wall region as transition
proceeds. As was also observed in the flat wall case of Volino
et al. @19#, v̄8 is lower in magnitude and shows more change
through the transition region than doesū8. As was the case for
ū8/ut , the turbulent zone results~Fig. 12(c)) for v̄8/ut collapse
for all of the stations. The major difference between the present
results and the flat plate results is the high value ofv̄8/ut in the
turbulent zone in the outer part of the boundary layer and the
freestream on the concave wall. Another difference is the reduc-
tion in near wallv̄8/ut in both zones relative to the flat wall case.
As was observed for the turbulent zoneū8/ut profiles, higher
mixing in the outer part of the concave wall boundary layer results
in higher mean velocity gradients at the wall, raising the wall
shear stress andut . Higherut reduces bothv̄8/ut andū8/ut near
the wall.

Figure 13 shows thev̄8 profiles at Station 5. The magnitude of
v̄8 in the turbulent zone is almost double that in the nonturbulent
zone across the entire profile. This is in contrast to theū8 profiles
of Fig. 11 that show the two zones to have very similar magni-
tudes. The same difference is also seen in the flat wall case. Volino
@28# found that much of the unsteadiness inu is low-frequency
unsteadiness induced by the freestream, and is a feature of both
the turbulent and nonturbulent zones. Thev̄8 fluctuations, in con-
trast, are more closely related to near wall produced turbulence
and eddy transport in the boundary layer. The differences between
the turbulent and nonturbulent zones explain the rise in near wall
v̄8 in Fig. 12(a) as transition proceeds. Figure 13 also shows
differences inv̄8 between the concave and flat wall results. The
concave wallv̄8 profiles for both zones rise more rapidly near the
wall, reach a minimum closer to the wall, and are higher at the
edge of the boundary layer.

Turbulent Shear Stress. Turbulent shear stress profiles are
shown in Fig. 14 in wall coordinates. In the composite profiles
~Fig. 14(a)), the normalized turbulent shear stress increases
through transition. In the nonturbulent zone the turbulent shear
stress is low and comparable to the flat wall case results. In the
turbulent zone~Fig. 14(c)), there is a significant increase in the
normalized shear stress in the outer part of the boundary layer
compared to the flat wall case. These outer region values increase

Fig. 12 Fluctuating wall-normal velocity profiles in wall coor-
dinates: „a… composite; „b… nonturbulent; „c… turbulent

Fig. 13 Fluctuating wall-normal velocity profile for Station 5
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as the flow moves downstream, presumably due to the increasing
strength of curvature as the boundary layer thickens. Figure 15
presents the turbulent and nonturbulent2u8v8 profiles for Station
5. Similar tov̄8 and in contrast toū8, the magnitude of2u8v8 is
much higher in the turbulent zone than the nonturbulent. Although
2u8v8 is much smaller in the nonturbulent zone, it is nonzero.
This indicates that some eddy transport of momentum occurs even
when the boundary layer is nonturbulent. The figure also shows
that turbulent zone2u8v8 is about 20% higher on the concave

wall than on the flat wall. The composite flow2u8v8 profile is
higher on the concave wall due to it being further through transi-
tion than the flat wall profile at the same streamwise location.

Profiles of the eddy viscosity are presented in Fig. 16. The
composite profiles in Fig. 16(a) show that«M increases in the
streamwise direction as the transition proceeds. Comparison of the
nonturbulent and turbulent zone profiles in Figs. 16(b) and 16(c)
shows that the eddy viscosity is much higher in the turbulent zone.
While the difference between the two zones is clear, Fig. 16(b)
shows that there is still significant eddy transport in the nonturbu-
lent zone. It is also of note that the eddy diffusivity is significantly
increased on the concave wall compared to the flat wall in both
the turbulent and nonturbulent zones. As was noted for the turbu-
lent shear stress of Fig. 14(c), the turbulent zone«M of Fig. 16(c)
increases at the downstream stations, due to the rising strength of
curvature as the boundary layer grows.

Streamwise Vortices. A possible explanation for the differ-
ences between the concave and flat wall cases might be the pres-
ence of Go¨rtler vortices in the concave wall cases. The Go¨rtler
number at Station 3 of the strong curvature case is 6, indicating
that it is possible that vortices could form. No evidence of station-
ary Görtler vortices was observed, however. Stationary vortices
would result in spanwise variation in velocity profiles, but veloc-
ity profiles measured at different spanwise location and the same
streamwise location were indistinguishable. Attempts at flow vi-
sualization using smoke did not reveal Go¨rtler vortices, although
the high FSTI tended to scatter the smoke quickly, making the
flow visualization results inconclusive. If vortices were present it
is unlikely that they would remain stationary. In a low FSTI case
vortex location would be fixed by some small upstream distur-
bance such as an upstream screen in a wind tunnel. In the present
case, the turbulence generating grid produces large, unsteady fluc-
tuations which might be expected to induce nonstationary vorti-
ces. Nonstationary vortices might result in highv̄8 away from the
wall as the upwash and downwash locations of the vortices moved
in the spanwise direction. Spectral analysis ofv̄8 in the present
case showed a broadband peak centered at 30 Hz, which was not
present in the flat wall case. This along with the highv̄8 in the
outer region~Fig. 12! suggests that nonstationary vortices may be
present.

Conclusions
The effect of concave curvature on transitional boundary layers

subject to high freestream turbulence and strong favorable pres-
sure gradients has been documented. Despite the strong effects of
the freestream turbulence and acceleration on transition, curvature
still has a significant effect. Curvature causes higher momentum
transport in the outer part of the boundary layer, resulting in a

Fig. 14 Reynolds shear stress profiles in wall coordinates: „a…
composite; „b… nonturbulent; „c… turbulent

Fig. 15 Reynolds shear stress profile for Station 5

Journal of Fluids Engineering JANUARY 2003, Vol. 125 Õ 25

Downloaded 03 Jun 2010 to 171.66.16.152. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



more rapid transition to turbulence and higher skin friction. Con-
ditional sampling shows that the curvature effect is present in both
the turbulent and non-turbulent zones of the transitional flow. In
the nonturbulent zone concave curvature produces mean and fluc-
tuating velocity profiles that appear less laminar-like than in an
equivalent flat wall case. In the turbulent zone curvature produces
higher fluctuating velocity and turbulent shear stress in the outer
part of the boundary layer. Nonstationary Go¨rtler vortices are of-
fered as a possible mechanism for the curvature effect on the
boundary layer. Although some results which suggests the pres-

ence of vortices are presented, no direct evidence of their exis-
tence was found. Further study is needed to confirm the mecha-
nism for the concave curvature effect.
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Nomenclature

Cf 5 tw /(rUw
2 /2), skin friction coefficient

FSTI 5 freestream turbulence intensity
f (gpk) 5 function of intermittency, Eq.~1!

G 5 Reu(u/r )0.5, Görtler number
H 5 d* /u, shape factor
K 5 (n/Uw

2 )(dUw /dx), acceleration parameter
n̂ 5 dimensionless turbulent spot production rate

Rex 5 Uwx/n, Reynolds number
Reu 5 momentum thickness Reynolds number

r 5 radius of curvature of test wall
U 5 time-averaged local streamwise velocity

Uw 5 local freestream velocity extrapolated to the wall
Ū` 5 average freestream velocity in transition region

u 5 instantaneous streamwise velocity
U1 5 U/ut , local mean streamwise velocity in wall coordi-

nates
ū8 5 rms streamwise fluctuating velocity,Au82

ut 5 Atw /r, friction velocity
2u8v8 5 instantaneous turbulent shear stress
2u8v8 5 time-averaged turbulent shear stress

v̄8 5 rms cross-stream fluctuating velocity,Av82

x 5 streamwise coordinate, distance from leading edge
y 5 cross-stream coordinate, distance from wall

y1 5 yut /n, distance from wall-in-wall coordinates
d99.5 5 99.5% boundary layer thickness

d* 5 displacement thickness
«M 5 2u8v8/(dU/dy), eddy viscosity

g 5 time-averaged intermittency, fraction of time flow is
turbulent

gpk 5 peak intermittency in profile
n 5 kinematic viscosity
r 5 density
u 5 momentum thickness
s 5 turbulent spot propagation parameter

tw 5 wall shear stress

Subscripts

s 5 transition start
e 5 transition end
` 5 local freestream condition
w 5 extrapolated to the wall

NT 5 nonturbulent zone
TURB 5 turbulent zone
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Conditional Sampling in a
Transitional Boundary Layer
Under High Freestream
Turbulence Conditions
Conditional sampling has been performed on data from a transitional boundary layer
subject to high (initially 9%) freestream turbulence and strong~K5~n/U`

2 !~dU` /dx! as
high as 931026! acceleration. Methods for separating the turbulent and nonturbulent
zone data based on the instantaneous streamwise velocity and the turbulent shear stress
were tested and found to agree. Mean velocity profiles were clearly different in the tur-
bulent and nonturbulent zones, and skin friction coefficients were as much as 70% higher
in the turbulent zone. The streamwise fluctuating velocity, in contrast, was only about
10% higher in the turbulent zone. Turbulent shear stress differed by an order of magni-
tude, and eddy viscosity was three to four times higher in the turbulent zone. Eddy
transport in the nonturbulent zone was still significant, however, and the nonturbulent
zone did not behave like a laminar boundary layer. Within each of the two zones there was
considerable self-similarity from the beginning to the end of transition. This may prove
useful for future modeling efforts.@DOI: 10.1115/1.1521957#

Introduction
Boundary layer transition is an important phenomenon experi-

enced by the flow through gas turbine engines. Mayle@1# stated
that a substantial fraction of the boundary layer on both sides of a
gas turbine airfoil may be transitional. The extended transition
zones exist due to strong favorable pressure gradients, found on
both the pressure side and the leading section of the suction side,
which stabilize the boundary layer and delay transition in spite of
the high freestream turbulence intensity~FSTI! in gas turbine en-
vironments. The ability to model and predict high FSTI transition
is important since heat transfer rates and skin friction coefficients
may increase substantially when a boundary layer undergoes tran-
sition. Boundary layer separation, which is believed to be a sig-
nificant problem on the suction side of some low-pressure turbine
airfoils, also depends strongly on the state of the boundary layer
with respect to transition. Improved transition models and turbine
designs depend, therefore, on a better understanding of high FSTI
transition.

Documentation of high FSTI transition has included work in
turbine cascades and rotating rigs~e.g., Halstead et al.@2#!. Sev-
eral studies have considered the flow along flat and curved walls.
These simpler geometries allow for more detailed in-flow mea-
surements than are typical for cascade studies. On surfaces subject
to zero streamwise pressure gradients, Blair@3#, Sohn and Re-
shotko@4#, and Kim et al.@5# all showed that at FSTI above about
3%, transition occurred rapidly near the leading edge of a test
surface. Blair@6# considered cases with FSTI up to 5% and con-
current acceleration, holding the acceleration parameter,K, con-
stant at values up to 0.7531026. The acceleration delayed the
transition, even with high FSTI. Volino and Simon@7–9# consid-
ered transition along a concave wall with inlet FSTI of 8% and
acceleration withK as high as 931026. Acceleration rates, Rey-
nolds numbers and FSTI were typical of the pressure side of a gas
turbine airfoil. An extended transition region, with intermittent
turbulent and nonturbulent zones, covered most of the test surface.

The turbulent zone included a range of both large and small scale
eddies, much like a fully turbulent boundary layer and the turbu-
lent zone in a low FSTI transitional boundary layer. The nontur-
bulent zone and the pre-transitional boundary layer were not
laminar-like as in a low FSTI flow, but instead were characterized
by high-amplitude large-scale fluctuations and an absence of
smaller scales. Nonturbulent zone velocity fluctuations are be-
lieved to be induced by the freestream unsteadiness through pres-
sure fluctuations, as discussed in Volino@10#. Near-wall turbu-
lence production is believed to be largely absent in the
nonturbulent zone.

The intermittent nature of transition, both at low and high FSTI,
has led to efforts to incorporate intermittency in transition models
and to model the two zones of the intermittent flow separately.
Among recent efforts are the work of Steelant and Dick@11#,
Suzen and Huang@12#, and Solomon et al.@13#. Separate model-
ing of the nonturbulent and turbulent zones requires knowledge of
the flow behavior within each zone, which can be provided
through conditional sampling of experimental data. Conditional
sampling results have been presented for zero streamwise pressure
gradient conditions by Kim et al.@5#, Sohn and Reshotko@4#, and
Kuan and Wang@14#. Results from favorable pressure gradient
cases have been reported by Blair@6#, Wang and Keller@15#, and
Wang and Zhou@16#. The strongest acceleration rate in these
cases wasK50.7531026. This is a relatively mild acceleration
for modern airfoils, and the transition zones were short in all cases
with elevated FSTI.

Volino and Simon@7,9# obtained rough estimates of the time-
averaged intermittency~fraction of time the flow is turbulent! in
their high FSTI, strong acceleration case using an analog circuit,
which determined when the flow was turbulent based on the time
derivatives of hot-wire voltages. The circuit worked well in the
low FSTI cases of Kim et al.@5#, but in high FSTI cases differ-
ences in fluctuation level between the turbulent and nonturbulent
zones are narrower, and more careful setting of thresholds and
smoothing of the intermittency function are required for condi-
tional sampling. This is difficult with an analog circuit, and is
better done in post-processing after the signal has been digitized.
Such post-processing requires data acquisition at a high enough
sampling rate to provide an essentially continuous signal. Due to

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
July 12, 2001, revised manuscript received July 26, 2002. Associate Editor: K. B. M.
Q. Zaman.

28 Õ Vol. 125, JANUARY 2003 Copyright © 2003 by ASME Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.152. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



data storage limitations at the time, Volino and Simon@7,9# only
sampled at a high enough rate for such processing at a few iso-
lated points in the boundary layer. Volino@17# examined the data
from these points using wavelet analysis and presented prelimi-
nary results of conditional sampling. Uncertainties were high due
to the limited amount of data. To the authors’ knowledge, no other
detailed conditional sampling results from boundary layers with
strong acceleration, extended transition zones and FSTI greater
than 5% are available in the literature.

The present paper has two objectives. The first is to provide the
results of conditional sampling for a transitional boundary layer
with high FSTI and strong acceleration. The case presented by
Volino and Simon@7–9# has been reproduced on a flat test wall,
and data have been acquired throughout the boundary layer at a
sufficiently high sampling rate for conditional sampling post pro-
cessing. The second objective is to provide a baseline case for a
study of the significance of streamwise curvature on transitional
boundary layers at elevated FSTI. A second paper~Schultz and
Volino @18#! presents results from an otherwise similar case on a
wall with strong concave curvature.

Experiments

Facility and Measurements. All experiments were con-
ducted in the low speed wind tunnel shown in Fig. 1. Three fans
supply air to a plenum, which is followed by a diffuser, a settling
chamber containing a honeycomb, a screen pack, a second settling
chamber, and a three-dimensional contraction which reduces the
cross sectional area from 1.09 m31.09 m to 0.69 m30.18 m. A
bi-planar turbulence-generating grid with 43% blockage is in the
plane of the contraction exit. The grid is based on the design used
by Kim et al. @5# and consists of a 3.8-cm diameter, 0.69-m long
vertical pipe down the center of the contraction exit, and six
3.2-cm diameter, 0.18-m long evenly spaced horizontal pipes. Fol-
lowing the grid is a 1-m long rectangular development section and
the test section, a converging channel. One side of this channel is
a flat Plexiglas plate of 0.69 m width and 1.2 m length, which
serves as the test wall. Pressure taps are installed along its span-
wise centerline. At the leading edge of the test wall a slot is used
to bleed off the boundary layer which grows in the development
section. Opposite the test wall is a flexible wall which can be
adjusted to set the desired pressure gradient along the test wall.
For the present study the inlet velocity is set to 4.6 m/s and the
velocity gradient along the wall is held constant at 13.9 s21. The
acceleration parameter,K, drops from a maximum of 931026 at
the inlet to the test section to 131026 at the last measurement
station. Values ofK through the test section, measurement loca-
tions and other parameters are given in Table 1.

At the inlet to the test section the mean flow is spatially uniform
to within 3% and the turbulence is uniform to within 6%. The
components of the freestream turbulence intensity are 8.8%, 8.9%,
and 8.3% in the streamwise, cross-stream, and spanwise direc-
tions, respectively. The integral length scales of these components
of the freestream turbulence are 3 cm, 1.6 cm, and 1.4 cm. Spectra
of the freestream turbulence at the most upstream measurement
station are shown in Fig. 2. In the test section, the freestream
turbulence intensity~normalized using the local freestream veloc-
ity! drops to about 2% at the last measurement station. The drop is

primarily due to the increasing freestream velocity. The stream-
wise componentū8̀ does decay somewhat due to straining of the
freestream eddies in the accelerating flow, butv̄ 8̀ remains nearly
constant at all stations.

Velocity profile measurements were made at ten streamwise
stations along the centerline of the test wall using a single sensor,

Table 1 Flow parameters at measurement stations

Fig. 1 Schematic of the test facility

Fig. 2 Freestream spectra at Station 1
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boundary layer type hot-wire probe~TSI model 1218-T1.5!, a
boundary layer cross-wire probe~TSI model 1243-T1.5!, and a
constant-temperature hot-wire anemometer~TSI model IFA-100!.
The probes were moved normal to the wall at each station using a
motorized traverse with minimum step size of 12.5mm. At each
position in the velocity profiles, data were acquired for 26 seconds
at a 20 kHz sampling rate (219 data points!. The hot-wire signals
were low-pass filtered at 10 kHz. All raw data were stored. Sam-
pling at 20 kHz provided essentially continuous velocity traces for
subsequent processing.

Data Processing. Mean and rms fluctuating velocities in the
streamwise and wall-normal directions were computed from the
instantaneous data. Uncertainties in these quantities are 3–5% ex-
cept in the very near wall region (y1,5) where near-wall cor-
rections~Wills @19#! are applied to the mean velocity. Uncertainty
in the turbulent shear stress,2u8v8, is 10%. Skin friction coeffi-
cients were determined using a technique wherebytw was ad-
justed until theU1 versusy1 data fit profiles computed using
near-wall similarity, as described by Volino and Simon@20#. This
technique accounts for pressure gradient effects on the near wall
profile. Uncertainty inCf is 8%. Boundary layer thicknesses were
determined from the mean velocity profiles. Uncertainties in the
momentum and displacement thicknesses are 10%. These uncer-
tainties include bias uncertainties which tend to cancel such that
the uncertainty in the shape factor,H, is 7%.

Intermittency Based on u.The intermittency function,G, in-
dicates whether the boundary layer is instantaneously turbulent or
nonturbulent at a measurement location. It is assigned a value of
zero for nonturbulent flow and one for turbulent flow. The time
average ofG is the intermittency,g. Keller and Wang@21# and
Solomon@22# review several techniques for determiningG. In the
present study, two intermittency detection techniques were uti-
lized and compared. The first, as used in Volino and Hultgren@23#,
is based on the instantaneous streamwise velocity,u. Theu signal
is first digitally high-pass filtered with a cutoff frequency

f HP5200•U` (1)

where f HP is in Hz andU` is in m/s. The filter eliminates low-
frequency fluctuations, which are common to both the turbulent
and nonturbulent zones. The filter was used by Volino and Hult-
gren @23# to remove narrow band fluctuations associated with
shear layer instabilities in separated boundary layers. In the
present work, this filter had little effect on the intermittency func-
tion. The filtered signal is then used to determine an intermittency
function G1u , as

G1u~ t !5
1 if u]u/]tu.8.89•Um•U`

0 otherwise (2)

where

Um5
U12•u831/32u821/2 if 2 •u831/3.u821/2

U otherwise
. (3)

The velocity U is the local mean velocity at the measurement
location andU` is the local freestream velocity at the measure-
ment station. All velocities are in m/s, and the time derivative is in
m/s2. The time derivative of the velocity should scale with the
magnitude of the velocity and the frequency with which eddies
pass, which in turn also scales with the velocity. This explains the
velocity squared term in the threshold in Eq.~2!. The use ofUm
instead ofU` allowed the threshold level to adjust in the near-
wall region where the mean velocity becomes small. Very near the
wall, as U approaches zero, the threshold would also approach
zero andG1u would go to 1 ifUm were set equal toU. To prevent
this,Um is adjusted using the fluctuating velocity, as shown in Eq.
~3!. This adjustment models the instantaneous rise in the near wall
velocity which occurs during turbulent intervals when higher
speed fluid sweeps toward the wall.

A second function,G2u , is next computed based on the abso-
lute value of the second derivative of the filtered velocity signal,
u]2u/]t2u . The threshold forG2u is set such that the time average
of G1u and G2u are equal. Next, a combined intermittency func-
tion, G3u is defined as

G3u~ t !5
1 if G151 or G251

0 otherwise
. (4)

Basing G3u on both the first and second time derivative of the
velocity helps to minimize dropouts within the turbulent zone,
which occur inG1u andG2u when the derivatives cross zero. The
final step is to smoothG3u to minimize false turbulent points in
the nonturbulent zone and false nonturbulent points in the turbu-
lent zone. The functionG3u is low-pass filtered with cutoff
frequency

f LP517.78•U` (5)

where f LP is in Hz andU` is in m/s. Finally, using the filtered
G3u , the intermittency functionGu is set as

Gu~ t !5
1 if G3u.0.5

0 otherwise
. (6)

The thresholds and filter frequencies presented above were set
after visual inspection of many data traces and theGu(t) resulting
with several different thresholds. Visual inspection of the data is
ultimately the best criteria available for determining how well an
intermittency function is separating the turbulent and nonturbulent
flow @17,22#. The thresholds and frequencies were useful both for
the present study and the separated flow transition study of Volino
and Hultgren@23#. They are not expected to be universal criteria
for all flows, and other intermittency detection schemes might
work as well. The thresholds might be made more general if non-
dimensionalized using the viscosity or a characteristic length such
as the boundary layer thickness.

Intermittency Based on u8v8 . A second intermittency func-
tion is computed based on the instantaneous turbulent shear stress.
Without pre-filtering of the velocity signal, an intermittency func-
tion is computed as

G1uv~ t !5
1 if ~]u8v8/]t !2.50•U`

4

0 otherwise
. (7)

A second functionG2uv is computed based on (]2u8v8/]t2)2 with
the threshold set such that the time averages ofG1uv andG2uv are

Fig. 3 Instantaneous velocity traces and intermittency func-
tion: „a… u and Gu , „b… u 8v 8 and Guv
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equal. The remaining steps in computing the intermittency func-
tion Guv(t) follow the steps in Eqs.~4!–~6! above.

Figure 3 presents a typical signal from the transitional boundary
layer along with both intermittency functions. Some regions are
clearly turbulent~e.g., 0.025 s–0.035 s! and some are clearly non-
turbulent~0.01 s–0.02 s!. Between zones the demarcation is not
always sharp~0.04 s–0.045 s! leading to differences inGu(t) and
Guv(t) and the possibility of some ‘‘leakage’’ of data between
zones. The correlation coefficient betweenGu(t) andGuv(t) was

always at least 0.8, however, and at 95% of the measurement
locations it was above 0.9. Although the shear stress is often con-
sidered a better criterion function, the good agreement between
Gu(t) andGuv(t) suggest that both are acceptable. This is particu-
larly useful very near the wall, where onlyu can be measured.
Both functions were used in conditional sampling, providing es-
sentially the same results. The uncertainty in the intermittency,g,
is 0.1. In the figures which follow, data points are shown for the
nonturbulent zone only when the localg,95%, and for the tur-

Fig. 4 Intermittency profiles based on „a… u and „b… Reynolds
shear stress

Fig. 5 Peak intermittency in profile versus dimensionless
streamwise location

Fig. 6 Mean velocity profiles in wall coordinates: „a… compos-
ite; „b… nonturbulent; „c… turbulent
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bulent zone only wheng.5%. Bulk parameters such asCf are
presented whengpk,95% andgpk.5% for the nonturbulent and
turbulent zones, respectively.

Results

Intermittency. Intermittency profiles for the ten measure-
ment stations are shown in Fig. 4. Agreement between theu and
shear stress basedg is good. Intermittency remains low for the
first three stations and then begins to rise. By the last station,
transition is nearing completion. Transition criteria such as those
presented by Johnson@24# and Mayle@1# indicate that the present
boundary layer would be transitional by Station 1 under zero pres-
sure gradient conditions. In fact, the intermittency is nonzero at
Station 1, but the strong acceleration prevents the transition from
proceeding. The beginning of the rise ing corresponds toK drop-
ping below 331026. In low FSTI boundary layers,K.3
31026 leads to relaminarization~Jones and Launder@25#!. Fol-
lowing the technique of Narasimha@26#, as modified by Volino
and Simon@27#, the function

f ~gpk!5~2 ln~12gpk!!1/2 (8)

can be computed based on the peak intermittency at each station
and plotted versus streamwise location. The data in these coordi-
nates tend to lie along a straight line. The line may be extrapolated
to f (gpk50)50 and f (gpk50.99)52.146, corresponding to the
beginning and end of transition atxs50.29 m andxe50.98 m,
respectively. Figure 5 showsgpk plotted versus dimensionless
streamwise location within transition. Also shown is the theoreti-
cal curve

gpk5expS 24.6S x2xs

xe2xs
D 2D (9)

based on the Dhawan and Narasimha@28# transition model.
Agreement between the data and theory is good. In favorable
pressure gradients some differences are expected and observed at
low intermittency, in a region Narasimha@26# referred to as ‘‘sub-
transition.’’

The dimensionless turbulent spot propagation rate may be com-
puted, following the development of Mayle@1#, as

n̂s5
4.6n2Ū`

~xe2xs!
2Us

3
(10)

whereŪ` is the average freestream velocity in the transition re-
gion. In the present casen̂s54.2310211. In agreement with
trends reported by Mayle@1# for other favorable pressure gradient
cases, this value is an order of magnitude lower than what would

be expected for a zero-pressure gradient case with the same FSTI,
indicating a longer transition zone with the favorable pressure
gradient than with a zero-pressure gradient.

Mean Velocity Profiles. Mean velocity profiles for the ten
measurement stations are presented in Fig. 6 in wall coordinates.
Figure 6~a! shows the composite~unconditioned! profiles. The
profiles rise through Station 6, with a somewhat laminar-like
shape. Downstream of Station 6, the profiles assume a more
turbulent-like shape and by Station 10, where transition is near
completion and the acceleration rate has dropped toK51

Fig. 7 Mean velocity profile for Station 7, gpkÄ56%

Fig. 8 Momentum thickness versus streamwise distance

Fig. 9 Shape factor versus streamwise distance

Fig. 10 Skin-friction coefficient
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31026, there is good agreement with the zero pressure gradient
law of the wall. The nonturbulent zone profiles are shown in Fig.
6~b!. All the profiles exhibit a laminar-like shape, even at the end
of transition. Figure 6~c! shows the turbulent zone profiles. All
have a turbulent-like shape, and the last five stations show good
agreement with the zero-pressure gradient law of the wall. The
high FSTI suppresses the wake at all stations. Figure 7 illustrates
the differences between the composite, nonturbulent, and turbu-
lent profiles at Station 7, in the center of the transition zone.
Distance from the wall is normalized on the composite flowd99.5.
Velocities in the turbulent zone are clearly higher in the near wall
region due to higher levels of turbulent mixing. Also shown in
Fig. 7 are low FSTI calculations for laminar and fully turbulent

boundary layers with the same pressure gradient. The fully turbu-
lent calculation was done with a mixing length model. The turbu-
lent and nonturbulent zone profiles at all stations differ from the
low FSTI calculations. Higher levels of transport lead to higher
near wall mean velocities in the data than in the calculations. This
is particularly true in the nonturbulent zone. The increased trans-
port in the nonturbulent zone makes the differences between the
turbulent and nonturbulent profiles less pronounced in the data
than in the low FSTI calculations. At no point does the boundary
layer behave as if it were laminar. Differences from laminar be-
havior have been reported in low FSTI transitional flows~e.g.,@5#,
@15#! and attributed to the effect of the turbulent zone on the
nonturbulent. In the present study, however, deviation from lami-
nar behavior is seen even at Station 1, where the boundary layer is
nearly all nonturbulent. The deviation from laminar behavior must
be due to the high FSTI.

Boundary Layer Growth. Figure 8 shows the momentum
thickness as a function of streamwise position. The composite
boundary layer does not grow through the first five stations due to
the strong acceleration. Momentum thickness increases at the
downstream stations as the acceleration weakens and transition
proceeds. In the nonturbulent zone, momentum thickness remains
constant at all stations. The turbulent zone momentum thickness
increases continuously, possibly due to turbulent entrainment at
the edge of the boundary layer.

The shape factor, shown in Fig. 9, is an indicator of the state of
the boundary layer with respect to transition. In the nonturbulent
zone it drops only slightly from 2.0 to about 1.8. A low FSTI
laminar boundary layer with the same pressure gradient would
have a shape factor of 2.4. As shown in Fig. 7, the high FSTI
enhances mixing and makes the nonturbulent zone appear less
laminar-like. In the turbulent zone,H drops from about 1.5 to
1.35. The low FSTI fully turbulent calculation mentioned above
resulted inH values about 10% higher than the experimental data.
This suggests that the high FSTI promotes greater momentum
transport in the turbulent zone, but the effect is not as great as in
the nonturbulent zone.

Skin Friction Coefficients. Skin friction coefficients were
computed from the mean velocity profiles and are shown in Fig.
10. Also shown for reference are the results from the low FSTI
calculations. The skin friction coefficient is as much as 70%
higher in the turbulent zone than in the nonturbulent zone. The
compositeCf does not change much during transition, which if
viewed alone, might suggest that there is little difference between
the nonturbulent and turbulent zones. When viewed with the con-
ditional sampling results, however, it is clear that the two zones

Fig. 11 Fluctuating streamwise velocity profiles in wall coor-
dinates: „a… composite; „b… nonturbulent; „c… turbulent

Fig. 12 Fluctuating streamwise velocity profile for Station 7,
gpkÄ56%
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are quite different. In both zones the freestream turbulence results
in Cf as much as 40% higher than the corresponding low FSTI
calculation.

Fluctuating Velocity. Figure 11 showsū8 profiles in wall co-
ordinates. The composite flow data, shown in Fig. 11~a!, are typi-
cal of transitional and turbulent boundary layers. The peak in
ū8/ut occurs aty1516, and the magnitude of the peak is between
2 and 2.6. The peak is highest at Station 7, in the middle of
transition, due in part to the unsteadiness associated with the
switching between turbulent and nonturbulent states. The nontur-
bulent and turbulent zone data are shown in Figs. 11~b! and 11~c!,
respectively. In the turbulent zone the data from all stations col-

lapse, showing self-similarity throughout the transition region.
Figure 12 shows theū8 profiles at Station 7, midway through
transition. The peak inū8 is closer to the wall in the turbulent
zone, but the magnitudes of the peaks differ by only about 13%
between the two zones.

Figure 13 showsv̄8 profiles. The composite flow data are
shown in Fig. 13~a!. As expected for a high FSTI boundary layer,
v̄8 drops from a peak in the near wall region to a minimum, and
then rises to the freestream value. The minimum is indicative of a
damping of the freestream effect by the wall. Near the wall, there
is not much change inv̄8/ut for the first three stations. As transi-
tion begins,v̄8/ut rises at Stations 4 and 5. Between Stations 6
and 10 there is little change. In comparison to theū8 profiles of
Fig. 11,v̄8 is lower in magnitude and shows more change through
the transition region. Far from the wall, normalizedv̄8 drops in
the streamwise direction due to the increasing value ofut . The
dimensional value ofv̄8 in the freestream remains essentially con-
stant at 0.4 m/s at all stations. The nonturbulent and turbulent zone
data are shown in Figs. 13~b! and 13~c!. As with ū8, the turbulent
zone profiles collapse. Figure 14 shows thev̄8 profiles at Station
7. In contrast to theū8 profiles of Fig. 12, which showed similar
magnitude in the turbulent and nonturbulent zones, thev̄8 magni-
tude is nearly twice as high in the turbulent zone as in the non-
turbulent. Volino@17# found that much of the unsteadiness inu is
low-frequency unsteadiness induced by the freestream and com-
mon to both zones. When freestream eddies buffet the boundary
layer and push higher speed fluid toward the wall, the effect is an
increase inu, particularly near the wall where]U/]y is large.
This effect is common to both the nonturbulent and turbulent
zones and is not dependent on turbulence produced near the wall.
It explains the similarity between the turbulent and nonturbulent
ū8 behavior. There is no similar effect onv̄8, so thev̄8 fluctua-
tions are more closely related to turbulence and eddy transport in
the boundary layer, and greater differences exist between the tur-
bulent and nonturbulentv̄8.

Turbulent Shear Stress. Profiles of the turbulent shear stress
are shown in Fig. 15 in wall coordinates. Similar tov̄8/ut in Fig.
13~a!, there is little change in the composite profiles in Fig. 15~a!
for the first three stations. As transition begins, the dimensionless
shear stress rises. In the nonturbulent zone~Fig. 15~b!! 2u8v8
values are low. In the turbulent zone, Fig. 15~c! shows that the
data from beginning to end of transition all collapse onto a single
line. To compare the turbulent and nonturbulent2u8v8 directly,
Fig. 16 shows the Station 7 profiles. In contrast toū8, which had
similar magnitude in the two zones,2u8v8 is much higher in the

Fig. 13 Fluctuating wall-normal velocity profiles in wall coor-
dinates: „a… composite; „b… nonturbulent; „c… turbulent

Fig. 14 Fluctuating wall-normal velocity profile for Station 7,
gpkÄ56%
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turbulent zone. The nonturbulent2u8v8 is not zero, however,
indicating some eddy transport of momentum even when the
boundary layer is non-turbulent. This may explain the deviation of
the nonturbulent mean velocity profiles from laminar predictions
and the enhancement of the skin friction above laminar values
shown in Figs. 7 and 10.

The collapse of the turbulent zone data in Fig. 15~c!, also seen
in ū8 andv̄8 in Figs. 11~c! and 13~c!, indicates considerable simi-

larity within the turbulent zone. The turbulence contained within
the turbulent spots in the upstream part of transition~where the
intermittency is low and the spots occupy only a small fraction of
the total flow! appears to be very similar to the turbulence in the
nearly fully turbulent region downstream. This similarity may
simplify modeling of the turbulent zone. Although the collapse of
the data in the coordinates of Figs. 11~b!, 13~b!, and 15~b! is not
quite so good, similar arguments can be made concerning the
self-similarity of the nonturbulent zone.

Profiles of the eddy viscosity are shown in Fig. 17. The com-
posite profiles in Fig. 17~a! show that«M increases in the stream-
wise direction as the transition proceeds. Comparison of the non-
turbulent and turbulent zone profiles in Figs. 17~b! and 17~c!
shows that the eddy viscosity is three to four times higher in the
turbulent zone. While the difference between the two zones is
clear, Fig. 17~b! again shows that there is significant eddy trans-
port in the nonturbulent zone.

Conclusions
Conditional sampling was successfully performed on experi-

mental data from a transitional boundary layer subject to high
freestream turbulence and strong acceleration. Intermittency func-

Fig. 15 Reynolds shear stress profiles in wall coordinates: „a…
composite; „b… nonturbulent; „c… turbulent

Fig. 16 Reynolds shear stress profile for Station 7, gpkÄ56%

Fig. 17 Eddy viscosity profiles: „a… composite; „b… nonturbu-
lent; „c… turbulent
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tions based on the instantaneous streamwise velocity and the in-
stantaneous turbulent shear stress agreed well and produced es-
sentially equal conditional sampling results.

Mean velocity profiles differed significantly between the turbu-
lent and nonturbulent zones, and skin friction coefficients in the
turbulent zone were as much as 70% higher than in the nonturbu-
lent zone. Theū8 fluctuation levels did not differ greatly between
the turbulent and nonturbulent zones, butv̄8 and the turbulent
shear stress were significantly higher in the turbulent zone. Within
each zone, considerable self-similarity was observed in all turbu-
lence quantities from beginning to end of transition, particularly in
the turbulent zone. The differences between the two zones and the
similarity within each zone suggest the importance of properly
modeling the transition process in boundary layer prediction and
support arguments for the development of intermittency based
models.

Although the turbulent shear stress was higher in the turbulent
zone, nonturbulent zone eddy transport was still significant.
In both zones there was significant deviation from low FSTI
predictions.
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Nomenclature

Cf 5 tw /(rU`
2 /2), skin friction coefficient

FSTI 5 freestream turbulence intensity
f 5 frequency

f (gpk) 5 function of intermittency, Eq.~8!
H 5 d* /u, shape factor
K 5 (n/U`

2 )(dU` /dx), acceleration parameter
n̂ 5 dimensionless turbulent spot production rate

Rex 5 U`x/n, Reynolds number
Reu 5 momentum thickness Reynolds number

t 5 time
U 5 time-averaged local streamwise velocity

Um 5 adjusted local velocity, Eq.~3!
Ū` 5 average freestream velocity in transition region

u 5 instantaneous streamwise velocity
U1 5 U/ut , local mean streamwise velocity in wall coordi-

nates
u8 5 instantaneous streamwise fluctuating velocity
ū8 5 rms streamwise fluctuating velocity,Au82

ut 5 tw /r, friction velocity

2u8v8 5 instantaneous turbulent shear stress

2u8v8 5 time averaged turbulent shear stress
v̄8 5 rms cross-stream fluctuating velocity,Av82

x 5 streamwise coordinate, distance from leading edge
y 5 cross-stream coordinate, distance from wall

y1 5 yut /n, distance from wall-in-wall coordinates
d99.5 5 99.5% boundary layer thickness

d* 5 displacement thickness
«M 5 2u8v8/(dU/dy), eddy viscosity
G 5 intermittency function
g 5 intermittency, time average ofG ~fraction flow is tur-

bulent!
gpk 5 peak intermittency in profile

n 5 kinematic viscosity
r 5 density
u 5 momentum thickness

s 5 turbulent spot propagation parameter
tw 5 wall shear stress

Subscripts

HP 5 high pass
LP 5 low pass

s 5 transition start
e 5 transition end
u 5 intermittency based on streamwise velocity

uv 5 intermittency based on turbulent shear stress
` 5 local freestream condition

1,2,3 5 intermediate steps in construction of intermittency
function

NT 5 nonturbulent zone
TURB 5 turbulent zone
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Evaluation of the Turbulence
Model Influence on the Numerical
Simulations of Unsteady
Cavitation
Unsteady cavitation in a Venturi-type section was simulated by two-dimensional compu-
tations of viscous, compressible, and turbulent cavitating flows. The numerical model
used an implicit finite volume scheme (based on the SIMPLE algorithm) to solve
Reynolds-averaged Navier-Stokes equations, associated with a barotropic vapor/liquid
state law that strongly links the density variations to the pressure evolution. To simulate
turbulence effects on cavitating flows, four different models were implemented (standard
k-« RNG; modified k-« RNG; k-v with and without compressibility effects), and numeri-
cal results obtained were compared to experimental ones. The standard models k-« RNG
and k-v without compressibility effects lead to a poor description of the self-oscillation
behavior of the cavitating flow. To improve numerical simulations by taking into account
the influence of the compressibility of the two-phase medium on turbulence, two other
models were implemented in the numerical code: a modified k-« model and the k-v
model including compressibility effects. Results obtained concerning void ratio, velocity
fields, and cavitation unsteady behavior were found in good agreement with experimental
ones. The role of the compressibility effects on turbulent two-phase flow modeling was
analyzed, and it seemed to be of primary importance in numerical simulations.
@DOI: 10.1115/1.1524584#

Introduction

Cavitating flows in turbomachinery lead to performance losses
and modifications of the blades load. These consequences can be
related to the quasi-steady cavitation effects, mainly depending on
the time-averaged shapes of the vaporized structures. Moreover,
turbomachinery under cavitating conditions is also submitted to
transient phenomena, such as compressibility effects, flow rate
fluctuations, noise, vibration, erosion, in which the unsteady be-
havior and the two-phase structure of the cavitating flow are in-
fluent. The study and modeling of the unsteady behavior of cavi-
tation are thus essential to estimate the hydraulic unsteadiness in
turbomachinery and the associated effects.

In this context, some numerical models taking into account the
two-phase structure and the unsteady behavior of cavitation have
been developed. Most of them are based on a single fluid ap-
proach: the relative motion between liquid and vapor phases is
neglected and the liquid vapor mixture is treated as a homoge-
neous medium with variable density. The mixture density is re-
lated directly to the local void fraction and is managed either by a
state law~Delannoy and Kueny@1#, Song and He@2#, and Merkle
et al. @3#!, using a supplementary equation relating the void frac-
tion to the dynamic evolution of bubble cluster~Kubota et al.@4#,
and Chen and Heister@5#!, or by a multiple species approach with
a mass transfer law between liquid and vapor~Kunz et al.@6#!.
The last model can be used in a full two-fluid approach, including
relative motion between the phases~Alajbegovic et al.@7#!.

Main numerical difficulties are related to the strong coupling
between the pressure field and the void ratio and to the coexist-
ence of the strong compressibility of the two-phase medium with

the quasi-incompressible behavior of the pure liquid flow. More-
over, the influence of the turbulence on unsteady two-phase com-
pressible flows is not yet well known.

This paper presents unsteady cavitating flow simulations per-
formed with a two-dimensional code. It is based on the model
developed by Delannoy and Kueny@1# for inviscid fluids. Several
physical modifications have been investigated by Reboud and
Delannoy@8#, Reboud et al.@9#, and Coutier-Delgosha et al.@10#
to increase the range of applications and improve the physical
modeling.

In the numerical code, the two-phase aspects of cavitation are
treated by introducing a barotropic law that strongly links the fluid
density to the pressure variations. From the numerical point of
view, this physical approach is associated with a pressure-
correction scheme derived from the SIMPLE algorithm, slightly
modified to take into account the cavitation process. The model
has been validated on numerous cases, such as Venturi,@9,10#,
foils, @8,11#, or blade cascades,@12,13#. The numerical results
showed a good agreement with experiments. Mainly, the code
leads to a reliable simulation of the cyclic self-oscillation behavior
of unsteady cavitating flows.

The complex unsteady mechanism that governs this cyclic cavi-
tation behavior is strongly affected by the applied turbulence
model, @9,10#. The aim of this paper is to study the influence of
different models~standardk-« RNG; modifiedk-« RNG; k-v
including or not compressibility effects! on the numerical simula-
tion of cavitating flows. Indeed, because of the barotropic state
law adopted in the model, the vaporization and condensation pro-
cesses correspond mainly to highly compressible flow areas.
Therefore, it is of primary importance to take into account the
compressibility of the vapor/liquid mixture in the turbulence
model.

The paper describes the turbulence models applied in the nu-
merical simulations and presents comparisons between different
numerical results obtained in a two-dimensional Venturi-type sec-
tion, whose experimental behavior has been already studied by

1Currently at ENSTA UME/DFA, chemin de la Huniere, 91761 Palaiseau Cedex,
France.
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Stutz and Rebouch@14,15#. In this geometry, the flow is charac-
terized by an unstable cavitation behavior, with almost periodical
vapor cloud shedding.

In addition to the standardk-« model, three other turbulence
models were applied, to investigate their influence on the two-
phase turbulent flow. Mainly, the turbulence model proposed by
Wilcox @16#, which includes compressibility considerations, was
applied, and promising results are obtained. Comparisons with
experimental measurements of void ratio and velocities inside the
cavity, @9#, are presented.

The ability of these turbulence models to predict complex two-
phase flow is discussed, and the role of the compressibility effects
is studied.

Physical Model
The present work applies a single fluid model based on previ-

ous numerical and physical studies,@1,8–10#. The fluid densityr
varies in the computational domain according to a barotropic state
law r(P) that links the density to the local static pressure~Fig. 1!.
When the pressure in a cell is higher than the neighborhood of the
vapor pressure (P.Pv1(DPv/2)), the fluid is supposed to be
purely liquid. The entire cell is occupied by liquid, and the density
r l is calculated by the Tait equation,@17#. If the pressure is lower
than the neighborhood of the vapor pressure (P,Pv
2(DPv/2)), the cell is full of vapor and the densityrv is given by
the perfect gas law~isotherm approach!. Between purely vapor
and purely liquid states, the cell is occupied by a liquid/vapor
mixture, which is considered as one single fluid, with the variable
densityr. The densityr is directly related to the void fractiona
5(r2r l)/(rv2r l) corresponding to the local ratio of vapor con-
tained in this mixture.

To model the mixture state, the barotropic law presents a
smooth link in the vapor pressure neighborhood, in the interval
6(DPv/2). In direct relation with the rangeDPv , the law is
characterized mainly by its maximum slope 1/Amin

2 , whereAmin
2

5]P/]r. Amin can thus be interpreted as the minimum speed of
sound in the mixture. Its calibration was done in previous studies,
@10#. The optimal value was found to be independent of the hy-
drodynamic conditions, and is about 2 m/s for cold water, with
Pv50.023 bar, and corresponding toDPv'0.06 bar~green chart
on Fig. 1!. That value is applied for the computations presented
hereafter.

Mass fluxes resulting from vaporization and condensation pro-
cesses are treated implicitly by the barotropic state law, and no
supplementary assumptions are required. Concerning the momen-
tum fluxes, the model assumes that locally velocities are the same
for liquid and for vapor: In the mixture regions vapor structures
are supposed to be perfectly carried along by the main flow. This
hypothesis is often assessed to simulate sheet-cavity flows, in
which the interface is considered to be in dynamic equilibrium,
@3#. The momentum transfers between the phases are thus strongly
linked to the mass transfers.

Numerical Model
To solve the time-dependent Reynolds-averaged Navier-Stokes

equations associated with the barotropic state law presented here
above, the numerical code applies, on two-dimensional structured
curvilinear-orthogonal meshes, the SIMPLE algorithm, modified
to take into account the cavitation process. It uses an implicit
method for the time-discretization, and the HLPA nonoscillatory
second-order convection scheme proposed by Zhu@18#. The nu-
merical model is detailed in Coutier-Delgosha et al.@10#: A com-
plete validation of the method was performed, and the influence of
the numerical parameters was widely investigated. The present
paper describes mainly the different turbulence models applied.

Boundary Conditions. In the code, the velocity field is im-
posed at the computational domain inlet, and the static pressure is
imposed at the outlet. Along the solid boundaries, the turbulence
models are associated with laws of the wall.

Initial Transients Conditions. To start unsteady calculations,
the following numerical procedure is applied: First of all, a sta-
tionary step is carried out, with an outlet pressure high enough to
avoid any vapor in the whole computational domain. Then, this
pressure is lowered slowly at each new time-step, down to the
value corresponding to the desired cavitation numbers. Vapor
appears during the pressure decrease. The cavitation number is
then kept constant throughout the computation.

The Geometry
Numerical simulations have been performed on a Venturi-type

section whose convergent and divergent angles are, respectively,
about 18 deg and 8 deg~Fig. 2~a!!. The shape of the Venturi
bottom downstream from the throat simulates an inducer blade
suction side with a beveled leading edge geometry~Kueny et al.
@19#! and a chord lengthL ref5224 mm.

According to experimental observations, in this geometry the
flow is characterized by unsteady cavitation behavior,@14#, with
quasi-periodic fluctuations. Each cycle is composed of the follow-
ing successive steps: The attached sheet cavity grows from the
Venturi throat. A re-entrant jet is generated at the cavity closure
and flows along the Venturi bottom toward the cavity upstream

Fig. 1 Barotropic state law r„P…. Water 20°C.

Fig. 2 „a… Curvilinear-orthogonal mesh of the Venturi-type sec-
tion „160Ã50 cells …. L refÄ224 mm. „b… Zoom in the throat
region.
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end. Its interaction with the cavity surface results in the cavity
break off. The generated vapor cloud is then convected by the
main stream, until it collapses.

For a cavitation numbers of about 2.4~based on the time-
averaged upstream pressure! and an inlet velocityVref57.2 m/s,
vapor shedding frequency observed experimentally is about 50 Hz
for a cavity length of 4565 mm, @14#.

The standard computational grid is composed of 160350 or-
thogonal cells~Fig. 2~a!!. A special stretching of the mesh is ap-
plied in the main flow direction just after the throat, so that the
two-phase flow area is efficiently simulated: about 50 grid points
are used in this direction to model the 45-mm long mean cavity
obtained hereafter~Fig. 2~b!!. In the other direction, a stretching is
also applied close to the walls, to obtain at the first grid point the
non dimensional parametery1 of the boundary layer varying be-
tween 30 and 100 and to use standard laws of the walls. The grid
is finer in the bottom part of the Venturi section than in its upper
part, to enhance the accuracy in the cavitation domain: Cavities
obtained in the following sections contain about 30 cells across
their thickness.

Turbulence Models

„a… Standard k-« RNG Model. The first model applied in
the numerical code is a standardk-« RNG model, associated with
laws of the wall,@9#.

In this model, the effective viscosity applied in the Reynolds
equations is defined asm5m t1m l where m t5rCmk2/« is the
turbulent viscosity andCm50.085~Yakhot et al.@20#!.

This model is originally devoted to fully incompressible fluids,
and no particular correction is applied here in the case of the
highly compressible two-phase mixture. Thus, the fluid compress-
ibility is only taken into account in the turbulence equations
through the mean densityr changes.

With this model, the unstable cavitating behavior observed ex-
perimentally is not correctly simulated: After an initial transient
fluctuation of the cavity length, the numerical calculation leads to
a quasi-steady behavior of the cavitation sheet, which globally
stabilizes~Fig. 3!.

The resulting cavity length is much too small, compared with
the experimental observations~in this case, the error is larger than
50 percent!. Moreover, comparisons with experimental data ob-

tained by double optical probes by Stutz and Reboud@14,15#
show that the numerical mean void ratio is overestimated in the
main part of the cavity. Calculations give a high time-averaged
void ratio in the upstream part of the cavitation sheet~.90 per-
cent!, abruptly falling to 0 percent in the wake, while the mea-
sured void ratio never exceeds 25 percent and decreases slowly
from the cavity upstream end to its wake.

This poor agreement with the real configuration seems to be
related to an overprediction of the turbulent viscosity in the rear
part of the cavity. The cyclic behavior of the cloud cavitation
process is strongly related to the re-entrant jet development from
the cavity closure,@17#. As a matter of fact, the main problem in
the turbulent flow simulations consisted in the premature removal
of the reverse flow along the solid wall: the re-entrant jet was
stopped too early and it did not result in any cavity break off.

It is worth noting that numerical tests reported in@10# confirm
that the mesh size, spatial scheme, and the time discretization
applied in the model do not modify the results. Computations
performed with a finer mesh(264390) and first or second-order
accurate time discretization schemes still lead to the same com-
plete stabilization of the cavitation sheet.

„b… Modified k-« RNG Model. To improve the turbulence
modeling and to try to better simulate the re-entrant jet behavior

Fig. 4 Modification of the mixture viscosity „nÄ10…

Fig. 3 Time evolution of the cavity length. The time is reported in abscissa, and the
X position in the tunnel of cavitation is graduated in ordinate. The colors represent
the density values: white for the pure liquid one and from red to dark blue for the
vapor one. At a given point in time and position, the color indicates the minimum
density in the corresponding cross section of the cavitation tunnel. Calculation
conditions: sÉ2.4; VrefÄ7.2 mÕs; mesh Ä160Ã50-time-step DtÄ0.005Tref „Tref
ÄL ref ÕVref….
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and the vapor cloud shedding, we modified the standardk-« RNG
model simply by reducing the mixture turbulent viscosity, mainly
in the low void ratio areas:

m t5 f ~r!Cmk2/«

where

f ~r!5rv1S rv2r

rv2r l
D n

~r l2rv! n@1.

Indeed, according to the experimental results@15#, the re-
entrant jet seems to be mainly composed of liquid (a;0), and
thus the reduction of the mixture turbulence viscosity leads to

Fig. 5 Transient evolution of unsteady cavitating flow in the Venturi-type duct. „a… Tem-
poral evolution „in abscissa … of the cavity length „graduated in ordinate …. Instantaneous
density distribution of attached and cloud cavities are drawn on the left at TÄ11Tref
„velocity vectors are drawn only 1 cell over 2 in the two directions …. „b… Time evolution of
the upstream pressure.
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substantial changes in the simulation. The prediction of the un-
steady re-entrant jet is now obtained, and the vapor cloud shed-
ding is well simulated~See Fig. 4.!

The transient evolution observed during this unsteady calcula-
tion is shown in Fig. 5. Fig. 5~a! illustrates at a given time and for
each cross section of the Venturi-type duct the value of the mini-
mal density in the section. By comparison with Fig. 3, it gives
information concerning the vapor cloud shedding process: the part
of the cavity that breaks off clearly appears, and the fluctuation
frequency can be evaluated. Moreover, it also supplies the maxi-
mum void ratio in each section. Curve 5b presents the transient
upstream pressure evolution.

The experimental self-oscillatory behavior of the cavitation
sheet is correctly simulated~Fig. 5!. We obtain in this case a
fluctuating cavity whose mean length is about 45 mm~i.e.,
Lcav/L ref50.2). The mean fluctuation period is about 0.59Tref ,
and the corresponding shedding frequency equals 55 Hz. Both
length and frequency are in good agreement with measurements
~i.e., 45 mm and 50 Hz, respectively!. The reduced frequency
based on the reference velocity and the mean cavity length equals
0.33, which only slightly overestimates the classical Strouhal
number St50.3 ~0.28 from the experimental measurements!. The
transient evolution is almost periodic, with some random distur-
bances affecting the oscillation regularity. This behavior is consis-
tent with the experimental observations, which pointed out a quite
regular cavitation cycle, whose frequency fluctuated around a cen-
tral value,@14#.

Several tests were performed to investigate the influence of the
numerical parameters on the unsteady cavitating result. The whole
study, including the influence of the grid size, the time-step, the
order of the time discretization scheme, the ratiorv /r l , and the
maximum slope of the barotropic lawAmin , is detailed in@10#.
Results concerning the grid resolution and the time step influence
are reported in the present paper in Table 1. The effect of the mesh
size appears to be small, so far it is fine enough: the cavity oscil-
lation frequency is almost constant with the two finest grids. In
contrast, the influence of the time-step cannot be completely re-
moved: usingDt50.005Tref leads to a systematic slight overesti-
mation of the cycles frequency. Nevertheless, it must be consid-
ered that the uncertainty on experimental measurements is of the
same order of magnitude.

„c… k-v Model: Compressibility Effects. As presented be-
fore, the proposed numerical simulations take into account a
single-flow physical model to describe cavitation phenomenon.
According to the adopted barotropic state law, in the vapor/liquid
mixture zones the sound celerityA5A]P/]r is very low, the fluid
is locally highly compressible. Thus the flow often reaches Mach
numbers larger than 5 in the vaporization or condensation areas.
As a matter of fact, Birch and Eggers@21# showed that an increase
of the Mach number could modify substantially the turbulence
structure in some configurations, such as mixing layers. To ana-

lyze and to evaluate the compressibility effects on the turbulence
modeling of cavitating flows, we implemented in the numerical
code thek-v turbulence model proposed by Wilcox@16#. Its ma-
jor advantage, compared with the previous models, consists in the
corrections that are proposed by Wilcox in the turbulence equa-
tions to model the effects of density fluctuations. The main fea-
tures of the models are presented hereafter. All details concerning
the turbulence model can be found in@16#.

Basic Model Equations. Equations are similar to the govern-
ing equations resolved in the case of thek-« model: All the modi-
fications result from the use of the dissipation specific ratev
instead of the turbulence dissipation«. The turbulent viscosity
expression and thek-equation are modified, and the« equation is
replaced by av equation:

n t5
k

v

]k

]t
1uj

]k

]xj
5t i j

]ui

]xj
2bw* kv1

]

]xj
F ~n1sw* n t!

]k

]xj
G

]v

]t
1uj

]v

]xj
5aw

v

k
t i j

]ui

]xj
2bwv21

]

]xj
F ~n1swn t!

]v

]xj
G

whereaw55/9, bw53/40,bw* 59/100,sw50.5, andsw* 50.5 are
the coefficients of the model.

t i j 52n tSi j with Si j 5
1

2
~ui , j1uj ,i !

Compressibility Effects. By analyzing the reduction of the
mixing layer growth rate as a function of the Mach number, Wil-
cox @16# observed that the phenomenon could not be well simu-
lated only by taking into account the mean density evolution
through the mixing length, and that an explicit supplementary
correction must be applied. He concludes that the Reynolds-stress
transport equation is directly concerned with the compressibility
effects, and introduced the influence of the Mach number in the
turbulence equations.

The modifications proposed by Wilcox are based on the previ-
ous studies of Sarkar et al.@22# and Zeman@23#, who aimed to
take into account the compressibility effects in ak-« turbulence
model.

He adapted this development to thek-v model to propose the
following equations giving the parametersbw andbw* as functions
of the turbulence Mach number defined asMt

252k/A2 ~whereA
is the local sound celerity!.

bw* 5bwi* (11j* F(Mt)) and bw5bwi2bwi* j* F(Mt), where
the indexi indicates the values of the incompressible model given
before

Table 1 Numerical tests performed on the Venturi-type section with the k -« modified model
sÄ2.4, A minÄ2 mÕs, rv Õr lÄ0.01

DT/Tref Mesh

RESULTS

Mean Vapor Volume
(31024 m3)

Oscillation Frequency
~Hz!

Standard Deviation
(31024 m3)

Reference case
0.005 160350 11.0 55 2.4

Influence of the time-step
0.002 160350 12.3 51 4.3
0.005 160350 11.0 55 2.4
0.01 160350 9.3 55 2.7

Influence of the mesh
0.002 264390 15.6 52 2.9
0.005 264390 14.5 54 4.3
0.005 160350 11.0 55 2.4
0.005 110330 6.9 64 1.9
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with F~Mt!5H ~Mt
22Mt0

2 ! if Mt.Mt0

0 if Mt<Mt0

Mt0
50.25 and j* 51.5.

Results. Figure 6 presents calculations performed with the
k-v turbulence model.

In the first case~Fig. 6~a!!, the influence of the compressibility
is not taken into account in the model. The numerical results are
not satisfactory: As in the case of standardk-« RNG model, the
unsteady cavitation behavior is not correctly simulated and the
cavity length obtained by simulations is more than 50 percent
smaller than the experimental one. On the other hand, numerical
results obtained by taking into account the compressibility effects
are in good agreement with experimental ones. They are very
similar to those presented previously in the case of the modified
k-« RNG model: As can be seen in Fig. 6~b!, the vapor cloud

shedding process is correctly simulated. The mean cavity length is
still correct, and the shedding frequency remains almost the same.

Comparisons are investigated with experimental data obtained
by using double optical probes,@15#. This intrusive technique al-
lows measurements of the local void ratio and the velocities of the
two-phase structures inside the cavitation sheet. Their time-
averaged and standard deviation values are presented for four pro-
files in Fig. 7.

These comparisons point out a general good agreement between
experimental and numerical results. The time-averaged void ratio
repartition is well predicted, and the re-entrant jet structure under
the cavity appears qualitatively correct. The fluctuation levels are
also in reliable close agreement with measurements. The negative
velocity region at stationx50.065 m corresponds to the rear part
of the cavity, alternatively affected by the re-entrant jet progres-
sion and by the vapor cloud shedding. Both models fail to simu-
late these negative velocities, because of a slight underestimation

Fig. 6 Unsteady cavitation behavior calculated with the k -v model— „a… without
and „b… with compressibility effects
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of the mean cavity length in this configuration. A second discrep-
ancy can be observed at station 0.03 m, concerning the void ratio
distribution close to the wall; nevertheless, the experimental esti-
mation of velocities and void ratio in the re-entrant jet is associ-
ated to a high uncertainty in this area, due to important fluctua-
tions level,@14#. Thus, the comparison, along the wall, between
experiments and the numerical result cannot be relevant.

Conclusion
Four turbulence models have been applied to simulate unsteady

cavitating flows in a Venturi-type section.

Results obtained with the standardk-« RNG model and with
thek-v model without taking into account compressibility effects
are in poor agreement with experimental observations: the models
fail to reproduce the vapor cloud shedding behavior observed ex-
perimentally. Moreover, numerical tests reported in@10# and the
results presented here above indicate that the global level of dis-
sipation induced by the numerical model seems not to be respon-
sible for its inability to simulate the unsteady cavity behavior.

On the other hand, the modifiedk-« RNG model and thek-v
model including compressibility effects lead to a very reliable
simulation of the Venturi unsteady cavitation behavior. The satis-
factory results obtained with the modifiedk-« RNG model have
been confirmed by simulations performed in other geometries,

Fig. 7 Time-averaged values and standard deviation of velocity „1,2… and void ratio „3,4…. Numerical results: „a… modified k -«, „b…
compressible k -v „lines … and optical probe measurements „points …—VrefÄ7.2 mÕs. Mean cavity length 45 mm: dotted line
Äexperimental external shape of the cavity, obtained from image processing „sigma Ä2.4….
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such as a hydrofoil,@11#, a foil cascade,@13#, and another Venturi-
type section leading to a more stable sheet of cavitation,@10#. In
all cases, the general experimental behavior is correctly obtained,
and oscillation frequencies are accurately predicted in unsteady
configurations.

Results obtained in the present paper withk-v models pointed
out the relevant role of the compressibility effects on the turbu-
lence model. Indeed, the corrections proposed to treat compress-
ibility effects take into account the density fluctuations: a supple-
mentary term appears from the averaged equations, increasing the
turbulent dissipation. The final effect is a reduction of the turbu-
lent viscosity in the compressible areas, i.e., in the vapor/liquid
mixture zones.

The modifications proposed to improve thek-« RNG model
had been also based on the reduction of the turbulent viscosity in
the mixture zones, which are characterized by a very low sound
celerity and large Mach number. Indeed, results obtained with the
modifiedk-« RNG model are similar to the ones calculated by the
compressiblek-v model.

According to the numerical calculations, the fluid compressibil-
ity has a strong effect on the turbulence structure, and must be
taken into account to simulate unsteady cavitating flows.
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Nomenclature

Amin 5 minimum speed of sound in the medium~m/s!
Cp 5 (P2Pref)/(rVref

2 /2) pressure coefficient
k 5 turbulent kinetic energy per unit mass~m2s22!

L ref 5 geometry reference length~m!
P 5 local static pressure~Pa!

Pref 5 reference pressure~Pa!
Pv 5 vapor pressure~Pa!

Vref 5 reference velocity (5Vupstream) ~ms21!
a 5 void ratio
« 5 turbulence dissipation per unit mass~m2s23!

m l , m t 5 laminar and turbulent dynamic viscosity~Pa•s!
n, n t 5 laminar and turbulent kinetic viscosity~m2/s!
DPv 5 range of mixture state law~Pa!

r 5 mixture density~kg/m3!
r l , rv 5 liquid, vapor density~kg/m3!

r ref 5 reference density (5r l) ~kg/m3!
s 5 (Pupstream2Pv)/(rVref

2 /2) cavitation number
v 5 specific dissipation rate~s21!
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Eulerian/Lagrangian Analysis
for the Prediction of Cavitation
Inception
An Eulerian/Lagrangian computational procedure was developed for the prediction of
cavitation inception by event rate. The carrier-phase flow field was computed using an
Eulerian Reynolds-averaged Navier-Stokes (RANS) solver. The Lagrangian analysis was
one-way coupled to the RANS solution, since at inception, the contributions of mass,
momentum, and energy of the microbubbles to the carrier flow are negligible. The trajec-
tories were computed using Newton’s second law with models for various forces acting on
the bubble. The growth was modeled using the Rayleigh-Plesset equation. The important
effect of turbulence was included by adding a random velocity component to the mean
flow velocity and by reducing the local static pressure. Simulation results for the Schiebe
body indicate agreement with experimentally observed trends and a significant event rate
at cavitation indices above visual inception.@DOI: 10.1115/1.1522411#

1 Introduction
The usual approach for predicting the cavitation inception pres-

sure for a hydraulic device is to build and evaluate a small-scale
model. However, a number of similarity conditions are violated
for practical reasons. The methods of properly scaling the model
results to full scale are unique for the type of cavitation encoun-
tered and have stimulated research for decades. For vortical flows,
most methods are based on a Reynolds number scaling to an ex-
ponent,@1#, and vary with the water quality. Any cavitation analy-
sis requires an accurate determination of the fluid dynamics and
knowledge of the bubble mechanics. The minimum pressure in a
tip clearance vortex in a pump, for example, will depend on the tip
clearance, flow coefficient, lift coefficient, and blade and end-wall
boundary layers. While within certain restricted classes of turbo-
machines, the empirical scaling procedure may work satisfactorily
~e. g.,@2#!, a physics-based predictive capability which integrates
the known variables affecting the cavitation inception problem has
not been developed.

Two-phase flow can be analyzed as two fluids in the Eulerian/
Eulerian approach, or as a continuum phase and a particulate
phase in the Eulerian/Lagrangian or trajectory approach. The two-
fluid models can easily incorporate particle diffusion effects~if
data are available! and can be extended easily to multidimensional
flows. However, numerical instabilities, numerical diffusion, and
large storage requirements for multiple particle sizes are inherent
difficulties. The trajectory approach embodies the natural solution
scheme for each phase and exhibits no numerical diffusion of the
particulate phase. Also, storage requirements for poly-disperse
particles are not excessive. Particle dispersion may be incorpo-
rated through an empirical diffusion velocity via Monte Carlo
methods. A variety of models has been developed for the Eulerian/
Lagrangian treatment of carrier-particle flows, and can be catego-
rized based on the coupling between the phases, and the modeling
approach.

Meyer, Billet, and Holl@3# correlated a numerical simulation of
the cavitation on a Schiebe headform with experimental inception
data. A computer code was developed to statistically model cavi-
tation inception, consisting of a numerical solution to the

Rayleigh-Plesset equation coupled to a set of trajectory equations.
Using the code, trajectories and growths were computed for
bubbles of varying initial sizes. An off-body distance was speci-
fied along theCp50 isobar, and the bubble was free to follow an
off-body trajectory. A Monte Carlo cavitation simulation was per-
formed in which a variety of random processes, including strobo-
scopic observation, were modeled. Three different nuclei distribu-
tions were specified including one similar to that measured in the
water tunnel experiment. The results compared favorably to the
experiment. Cavitation inception was shown to be sensitive to
nuclei distribution. The off-body effect was also found to be a
significant factor in determining whether or not a bubble would
cavitate. The traditional definition of a critical diameter based on
the minimum pressure coefficient of the body or the measurement
of liquid tension was found to be inadequate in defining cavitation
inception. Results show that much larger bubbles are necessary
because of the off-body pressure gradients which direct nuclei
away from the region of minimum pressure.

Hsiao and Pauley@4# recently completed a Reynolds-averaged
Navier-Stokes~RANS! computation of a tip vortex flow from a
finite-span hydrofoil. The Rayleigh-Plesset equation for bubble
growth was coupled with Johnson and Hsieh’s@5# trajectory equa-
tion to track single microbubbles through the steady-state flow
field and thereby infer cavitation inception. The larger bubbles
controlled the cavitation index, and their likelihood of cavitation
was less dependent on the release location than for the smaller
bubbles. Comparative cavitation experiments were not presented.
The present work builds on this type of soft coupling, yet includes
a spectrum of nuclei sizes, the effect of turbulence on trajectory
and pressure, and some additional forces.

Chahine@6# and colleagues have pursued a different approach
to study the dynamics of traveling bubble cavitation inception
using inviscid potential flow, but including modification of the
flow by the nucleus, and allowing the nucleus to deform. Re-
cently, the boundary element treatment of the bubble has been
coupled with an unsteady RANS solution and Rayleigh-Plesset
solution. These calculations have provided detailed information
about the capture, growth, and collapse of a single bubble in a
Rankine vortex. However, the large computation resources re-
quired to exercise these models are neither required for inception
nor amenable to engineering design, particularly for a large
sample population of nuclei.
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2 Objective
The first application of this procedure was for an axisymmetric

headform known as a ‘‘Schiebe’’ body,@7#, which has been widely
used for cavitation research~e. g., Gates et al.@8#; Hamilton,
Thompson, and Billet@9#; Holl and Carroll@10#; Ceccio and Bren-
nen@11#; Meyer, Billet, and Holl@3#; Kuhn de Chizzelle, Ceccio,
and Brennen@12#; and Liu and Brennen@13#!. The headform rep-
resents a family of half-bodies formed by the addition of a disk
source and a uniform stream. The headform exhibits a relatively
smooth adverse pressure gradient, and the boundary layer does not
separate. Because of the large database covering a number of nu-
clei distributions, Reynolds numbers, and geometric scales, and
the well-behaved flow field, the Schiebe body is an ideal geometry
for development and demonstration of the prediction method.
While the eventual goal is an inception prediction capability for
the vortical flows which often control the cavitation performance
of many modern pump and marine propeller designs, demonstra-
tion in axisymmetric flows is a necessary prerequisite. It is impor-
tant to emphasize that the technique is to be used as an engineer-
ing design tool for hydraulic devices. The microscales of nuclei
shapes and histories are not the focus. The issue is whether or not
cavitation inception is imminent in the operating range of the
device. As an engineering tool, one desires an efficient procedure
in order to facilitate parametric studies of design concepts and
attributes, in addition to the role played by the nuclei distribution.

3 Eulerian Liquid Flow Field Analysis
The main thrust of present day computational fluid mechanics

efforts at ARL Penn State for turbomachinery analysis is solutions
of the RANS equations. The RANS solver employed was the in-
compressible UNCLE~unsteady computation of field equations!
code that was developed by Prof. David Whitfield and colleagues
at Mississippi State University’s Engineering Research Center
~e.g.,@14,15#!. The code uses an implicit finite volume numerical
approach for solving the unsteady three-dimensional incompress-
ible Navier-Stokes equations in a general time-dependent curvilin-
ear coordinate system. The numerical flux at cell faces is calcu-
lated using the Roe@16# approximate Riemann solver. Newton’s
method is the iterative process used to obtain both steady and
unsteady solutions. The solution matrix operator is novel in that it
is a discretized Jacobian, whose elements are obtained by using
simple finite differences of the flux vectors. The discretized Jaco-
bian is then used in a combination Newton-relaxation solution
method where Newton is primary and relaxation is secondary. The
Navier-Stokes equations are simulated through an explicit treat-
ment of the diffusive fluxes. The code accommodates multiblock
and dynamic grids. The UNCLE code uses artificial compressibil-
ity in order to directly couple the pressure and velocity fields and
thus apply time-marching compressible flow algorithms. The code
also employs the thin-layer approximation, whereby the viscous
terms parallel to a vorticity generating surface are neglected as a
consequence of an order-of-magnitude analysis.

The solution of the Reynolds-averaged Navier-Stokes equations
requires modeling of the Reynolds stress terms. In assessing the
cavitation potential of a flow-field, the turbulent fluctuations of the
static pressure may be important enough to cause inception in an
otherwise non-cavitating flow field. On the other hand, the stimu-
lation of a boundary layer to the turbulent state may prevent cavi-
tation. Aside from the effect on the local static pressure, the length
and time scales of the carrier flow determine the dispersion of the
nuclei. For these reasons, the modeling of the turbulence can be
very important. The original turbulence model used in the code
was the Baldwin-Lomax algebraic model. Other users have sub-
sequently added the two-equationq-v and k-« models ~e.g.,
Zierke @17#!. These are of particular interest here, since the turbu-
lent kinetic energy will be used to deduce a turbulent diffusion
velocity for the bubble and a turbulent pressure fluctuation which
may augment bubble growth. Two-equation models are generally
viewed as the minimum acceptable level of closure since the need
to empirically specify either the length scale or the time scale is
removed.

The specific configuration for the computational analysis is
shown in Fig. 1. The stagnation point on the centerline of the body
is positioned at~0, 0! in a Cartesian coordinate system. The nomi-
nal body radius normalizes the coordinate values. The domain
extends ten units upstream and ten units downstream of the stag-
nation point. The outer boundary wall is nominally six units from
the centerline, although it diverges slightly in the downstream
direction. A solution was completed for a number of grids and for
the Baldwin-Lomax, q-v, and k-« turbulence models. Full
boundary layer resolution was achieved on the surface of the
body. The UNCLE code was actually run in three dimensions.
Since the problem of interest was axisymmetric, a three-
dimensional grid was achieved by rotating a planar grid one de-
gree in the1k and 2k directions. Thus there were three grid
points and two cells in thek-direction. Periodic boundary condi-
tions were applied to eachk-face of the two-degree wedge.

The static pressure distribution over the Schiebe body is impor-
tant for cavitation inception. Isobars near the stagnation point and
along the shoulder past the minimum pressure point are shown in
Fig. 2. The sharp pressure gradient along the flat face of the head-
form contrasts with the sharp body normal gradient near the mini-
mum pressure point. These features have significant consequences
for cavitation inception. Near the face, the pressure gradient
forces nuclei away from the body—the so-called bubble screening
effect, @5#. The strong gradient near the minimum pressure point
indicates that the probability of a critical nucleus entering this
region is small. Thus one would expect significant scale effects,
i.e., s,uCpmin

u. Compared to the free-field theoretical minimum
pressure coefficient of20.75, the computed value for the 5.08-cm
diameter body in the 30.48-cm diameter test section was20.78.
As expected, a free-field potential solution provides a fair repre-
sentation of the surface pressure distribution on the Schiebe body
regardless of the flow regime model. Our purpose here is to de-

Fig. 1 Schiebe headform in the ARL Penn State 30.48-cm diameter water
tunnel with solution domain
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velop a procedure which models phenomena important for pre-
dicting cavitation in the viscous flows of turbomachinery.

4 Lagrangian Analysis of Nuclei Translation and
Growth

A large volume of literature describing the motion of particles,
drops, and bubbles spans over 150 years. The article of Maxey
and Riley @18# appears to be the definitive work on the subject
based on the number of citations in the literature. A number of
excellent review articles have appeared in the literature motivated
by various multiphase flow interests: the dynamics and interac-
tions of droplets,@19#, the dispersion of particles in gases and the
interactions of particles with turbulence,@20#, the velocity fidelity
of solid particles and bubbles used as flow tracers in optical tech-
niques such as particle image velocimetry~PIV!, @21#, and the
equation of motion and the relative importance of the various
terms,@22#.

Maxey and Riley@18# provided a detailed derivation of the
creeping flow equation of motion, which is still considered a fairly
accurate representation of the actual motion of particles. An addi-
tional consideration in the equation of motion for a bubble is its
volume variation with time,@5#. Collecting terms from both of
these equations yields the following trajectory equation for a
bubble of changing volume:
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In Eq. ~1!, the bubble mass and the Faxen terms are assumed
negligible. The equation states that the product of the added mass
and acceleration of the bubble is equal to the sum of the forces:
buoyancy, pressure gradient, drag, history, and bubble volume
variation, respectively, on the right-hand side of Eq.~1!. Other
forces such as lift and Magnus forces may also be important,
particularly in the complex vortical flows of turbomachinery.

An important final consideration in the motion of particles is
collision dynamics. For dilute flows of interest here, the collision
of particles with solid walls can be an important consideration,
particularly if the minimum pressure lies on the boundary. In con-
trast to the assumptions of many analytical studies of the cavitat-
ing potential flows on bodies of revolution, every nucleus in a
typical streamtube, which envelops a specified range of isobars,
does not pass through that minimum pressure region—in part due
to collision with the headform face. Crowe et al.@23# includes an
extensive discussion of particle collision models. Accurate coeffi-
cients of restitution and kinetic friction are not known, but the
resulting collisional behavior is reasonable based on experimental
observations of visible nuclei.

The Rayleigh-Plesset equation can be derived from the conti-
nuity and momentum equations for a spherical source, which in
the absence of thermal effects and assuming polytropic behavior
of the gas becomes
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The first term of Eq.~2! is the instantaneous tension from the
conditions far from the bubble. Equation~2! can be readily inte-
grated to findR(t) given the inputp`(t), the initial conditions,
and other constants. For initial conditions, it is usually appropriate
to assume that the microbubble of radiusRo is in equilibrium at
t50 in the fluid at a pressurep`(0) anddR/dtu t5050. Recall
that the Rayleigh-Plesset equation is based on a number of as-
sumptions:~1! that the bubble remains spherical at all times;~2!
that spatially uniform conditions exist within the bubble;~3! that
no body forces such as that due to gravity are present;~4! that the
density of the liquid is large and its compressibility small, com-
pared with the values of the gas;~5! that the gas content of the
bubble is constant; and~6! that the vapor pressure is the equilib-
rium vapor pressure.

5 Effect of Turbulence on Bubble Trajectory and
Growth

Depending on a number of factors: e.g., particle size/turbulent
scale ratio, the relative densities of the phase, the volume fraction
of the particles, and the particle Reynolds number, the presence of
a dispersed phase can augment or attenuate the turbulence inten-
sity, @24,25#. Several models have been proposed to account for
the effect of turbulence on the particle trajectories,@23,26–30#!.
Gosman and Ioannides’@31# model allows a relative mean veloc-
ity between the eddy and the particles. A particle could pass
through an eddy before the eddy decayed. The relative velocity
between the particle and the eddy creates thecrossing trajectory
effect, which describes the supposed reduction in particle disper-
sion caused by a large relative mean velocity between the particles
and local turbulent eddies. The simplicity and robustness of the
Gosman and Ioannides@31# model make it the primary scheme in
most commercial computational codes,@32#.

In de Jong’s et al.@33# analysis, turbulent diffusion is modeled
by evaluating the fluid force on a particle using an instantaneous
continuous phase velocity field rather than a mean velocity field.
The instantaneous velocity components are obtained by adding
stochastically generated turbulent velocity components to the
mean velocity field for the continuous phase. The continuous
phase turbulence is assumed to be isotropic, and the random tur-
bulent velocity components are assumed to have a Gaussian prob-
ability distribution with standard deviationsu5(2k/3)1/2 wherek
is the turbulent kinetic energy. The random turbulent velocity
components can be obtained asui5(4k/3)1/2erf21(2xi21) where
x is a uniform random deviate. This technique is less empirical
than techniques traditionally used with Eulerian-Eulerian analy-

Fig. 2 Computed isobars for the Schiebe headform in the
30.48-cm diameter test section
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ses. Hinze@34# showed that the intensity of pressure fluctuations
in a homogenous isotropic flow are given byp85c1rLk and that
c150.47 for large Reynolds numbers.

6 Numerical Procedure
A representative population of nuclei must be produced at the

outset of the simulation. Nuclei populations have been measured
in various bodies of water and in cavitation research tunnels. Usu-
ally the population is represented by a number distribution func-
tion N(R) such that the concentration of nuclei between sizesR1

andR2 is given by*R1

R2N(l)dl. GenerallyN(R) varies withR24

or R23, @35,36#. For the purposes of simulation, a function is
sought which maps a series of uniform deviates$x1 ,x2 ,...,xN% to
a set of nuclei sizes$R1 ,R2 ,...,RN% distributed according to
N(R). The values areR(xi)5F21(xi) where the cumulative nor-
malized probability function isF(z)5*0

zp(l)dl, andF21 is the
inverse function ofF, and p(l) is the normalized probability
distribution such that*0

`p(l)dl51.
Newton’s second law for the motion and the Rayleigh-Plesset

equation are solved for each nucleus, which is introduced ran-
domly upstream at equilibrium. A coordinate transformation is
introduced to transform the equation of motion into computational
coordinate space. Grid metric quantities are evaluated in the La-
grangian code in the same manner used in the Eulerian code
UNCLE. Since these metric quantities are evaluated on the cell
faces, repeated interpolation was required to compute metric
quantities at the location of the computational bubble, which were
held constant during a single time-step. Transformation between
physical space and computational space is required to evaluate the
bubble force terms. Once a nucleus is introduced into the flow
field, various forces act upon it and determine the trajectory and
hence the pressure field which will act on the nucleus. Using the
local conditions along the trajectory of each nucleus, the instanta-
neous pressure field is computed from the mean flow and turbu-
lence field. If the tension is greater than the critical value for the
nucleus size, then the Rayleigh-Plesset equation is solved for the
new radius. A cavitation event occurs if the nucleus grows to a
certain size or an acoustic emission occurs. In the current study, an
event occurs when the nucleus grows to a certain size, say one
millimeter, which is usually visually observable, or to ten times
the original size. Both criteria yielded nearly identical results.
Once an event has occurred, the bubble is described ascavitated
and is no longer tracked. The total rate of cavitation events can be
computed based on the overall concentration of nucleic, the nu-
clei release areaAc in the simulation, the mean velocity of trans-
port for the nucleiVc , and the probability of a cavitation event
Pe according toĖ5cAcVcPe . The probability of a cavitation
event Pe , the principal result of the simulation, is equal to the
number of nuclei which cavitate over the number of nuclei in the
ensemble.

7 Application
Meyer @37# conducted cavitation inception tests in the ARL

30.48-cm diameter water tunnel with a 5.08-cm diameter Schiebe
headform; these data are shown in Fig. 3. Microbubbles were
generated outside of the tunnel and seeded into the flow along the
tunnel centerline upstream of the body. Microbubble sizes and
populations were counted using in-line holography of a 7.4 cm3

volume at each cavitation index. Cavitation bubbles were re-
corded on videotape. Cavitation events, denoted by growth to 1.3
mm, were counted on the videotape, and an event rate was deter-
mined. The total event rate was doubled to include the flow field
shadowed by the body. Cavitation inception was observed at cavi-
tation indices substantially lower than the negative of the com-
puted minimum pressure coefficient, 0.78. A strong dependence
on the nuclei spectrum is observed among the different seeded and
unseeded cases. Additionally, one observes that the inception in-
dex generally declines slightly with increasing velocity, which is

opposite of what one would expect for a particular nuclei spec-
trum, since the flux of nuclei increases with speed.

Holographic images were taken during operation at the incipi-
ent cavitation index for freestream velocities of 9.1, 12.2, 15.2,
and 18.3 m/s. The respective number density distributions are il-
lustrated in Fig. 4 for the seeded case indicated by the triangles of
Fig. 3. Cumulative normalized probability distributions were com-
puted and used to generate a sample spectrum for the simulation.
Figure 5 illustrates trajectories of 200 nuclei randomly placed
across a portion of the inflow and shows isobars from the carrier
flow. Johnson and Hsieh’s@5# screening effect is obvious for sev-
eral of the microbubbles which are accelerated away from the
minimum pressure area by the strong pressure gradient near the
stagnation point. Several of the microbubbles cross the fluid path
lines and collide with the headform. These lose momentum in the
collision, and some pass near the minimum pressure region which
otherwise may not. Simulations were completed fors50.5, 0.55,
0.6, 0.65, and 0.7 for freestream velocities of 9.1, 12.2, 15.2, and
18.3 m/s. The cavitation event rate was computed for each case,
and is plotted in Fig. 6. Both the experimental data of Fig. 3 and
the simulation results of Table 1 show a general trend of decreas-
ing cavitation index with velocity, which is contrary to what one
would expect given the increased flux of nuclei through the low
pressure region with increasing speed. However, Fig. 4 shows that
the nuclei population decreased with increasing speed. Meyer@37#
reasoned that the experimental nuclei seeder worked less effi-
ciently at higher speeds because the total pressure in the tunnel
was lower at the lower tunnel velocities. At the higher velocities,
the bubble generator was forced to pump against higher pressures,
which resulted in lower flow rates of bubbles. A number of simu-
lations were conducted with a nuclei population corresponding to
the spectrum taken for 9.1 m/s in Fig. 5 but for velocities of 9.1,
12.2, 15.2, and 18.3 m/s. The calculated event rate does increase
with velocity as expected when the nuclei population is constant
for all velocities.

The data of Meyer@37# in Fig. 6 show some inconsistency
relative to the event rate associated with visual inception. The
inconsistency arises from the fact that the event rate was deter-
mined via interrogation of the video recording, while the visual
inception index was determined in real time through visual cavi-
tation ‘‘calling.’’ In Table 1, interpolated values of the cavitation
index are determined for the measured event rates of Meyer@37#

Fig. 3 Visual inception data from Meyer †37‡; s, unseeded
runs; d, m: seeded runs; m, conditions simulated in Figs. 5
and 6
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and for a single representative value. The results clearly indicate
the general trend of reducing cavitation index for increasing
velocity.

Liu and Brennen@13# observed cavitation event rates on a
Schiebe headform in two water tunnels at CalTech. The
freestream nuclei number distribution was measured by a phase

Doppler anemometer, which was calibrated by comparison with
the holographic method. Three flush-mounted electrodes on the
headform surface measured the cavitation event rate on the
Schiebe headform. Liu and Brennen used an analytical approach
to predict event rate which included a number of influential fac-
tors: the effect of the boundary layer, the relative motion between

Fig. 4 Measured nuclei spectra for 9.1, 12.2, 15.2, and 18.3 m Õs from Meyer †37‡

Fig. 5 Simulated nuclei trajectories over a 5.08-cm diameter Schiebe body at
9.1 mÕs
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the nucleus and the liquid, the observable bubble size effect, and
the effect of bubble growth on neighboring nuclei. In the Eulerian/
Lagrangian method described herein, the trajectory and growth of
the nuclei are explicitly tracked through the viscous flow field, so
the boundary layer and relative motion effects are inherently in-
cluded. Simulations corresponding to Liu and Brennen’s data are
compared to their experimental measurements of event rate and
their analytical predictions in Fig. 7.

The computed event rates are bracketed by the analytical results
of Liu and Brennen when various complicating effects like bubble
screening, boundary layer blockage, etc., are examined individu-
ally. Both the computed and analytical results are substantially
higher than the measured event rates at low values of the cavita-
tion index, which infers that smaller active microbubbles are
likely over counted by the number distribution if the event rate
measurements are representative. Alternatively, the events may be
substantially under counted as a result of the local impedance
measurement method.

8 Summary and Conclusions
An Eulerian/Lagrangian computational procedure was devel-

oped for the prediction of cavitation inception by event rate. The
carrier-phase Eulerian flow field was computed using a Reynolds-
averaged Navier-Stokes~RANS! solver. The Lagrangian analysis
was one-way coupled to the RANS solution, since at inception,
the contributions of mass, momentum, and energy of the mi-
crobubbles to the carrier flow are negligible. Probability density
functions for measured nuclei populations were inverted to pro-
duce a representative population of computational bubbles, whose
trajectories and growth were tracked through the flow field. The
trajectories were computed using Newton’s second law with mod-

els for the forces acting on the microbubbles. The growth was
modeled using the Rayleigh-Plesset equation. The effect of turbu-
lence was included by adding a random velocity component to the
mean flow velocity by sampling a Gaussian probability density
function with variance proportional to the turbulent kinetic energy
at the location of the microbubble and by reducing the local static
pressure by a value proportional to the specific turbulent kinetic
energy. For the Schiebe body, turbulent pressure fluctuations are
not significant contributors to the tension that causes cavitation
inception. The simulation results indicate agreement with experi-
mentally observed trends and a significant event rate at cavitation
indices above visual inception.

Cavitation inception data,@12,37#, show that inception indices
generally decrease with increasing velocity, which is contrary to
expectations based on the increased flux of nuclei to the minimum
pressure region. However, nuclei populations generally are not
constant for inception conditions at low and high velocities, as
shown by Meyer@37#. Indeed simulations completed with Mey-
er’s measured distributions at each velocity predict a reduction in
cavitation index with increasing freestream speed. At the higher
static pressures associated with the increased freestream speed,
nuclei become smaller. In a more general way, this result also
emphasizes the importance of an accurate microbubble number
distribution; in the analyses described, all of the nuclei are as-
sumed to be gas and not particulate.

Fig. 6 Simulated cavitation event rates „nuclei spectra from
Fig. 4 … versus cavitation index compared to data of Meyer †37‡;
open symbols: simulation results; solid symbols: visual cavi-
tation calls with event rate derived from video analysis

Table 1 Comparison of experimental and simulated cavitation indices versus freestream
velocity

Free-Stream
Velocity

~m/s!

Experimental
Cavitation Index

for Visual
Inception

Experimental
Event-Rate via

Visual
Interrogation

(s21)

Predicted
Cavitation Index at
Visual Event Rate

Predicted
Cavitation Index
at 2000 Events

per Second

9.1 0.55 3638-7146 0.49–0.53 0.56
12.2 0.60 865-1507 0.53–0.55 0.52
15.2 0.56 734-1132 0.59–0.61 0.50
18.3 0.53 537-476 0.63–0.64 0.51

Fig. 7 Simulated cavitation event rates versus cavitation in-
dex compared to data and analysis of Liu and Brennen.
Hatched area represents analytical event rate with various
complications considered individually by Liu and Brennen †13‡.
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9 Uncertainty
Numerical uncertainties must be addressed in both the Eulerian

and the Lagrangian computational analyses. For the specific case
of the well-behaved nearly potential flow field of the Schiebe
body, one can neglect the former relative to the latter. The numeri-
cal error associated with the cavitation event rate has two princi-
pal components. First, a resolution error occurs because every
physical nucleus passing the headform minimum pressure zone is
not modeled in the simulation. Instead, a smaller number of rep-
resentative but computational nuclei are simulated. By releasing
more computational nuclei in select areas upstream, one can limit
this resolution error. For a population of 1000 computational nu-
clei, the resolution error is on the order of 10 events/s. Second, the
value of the systematic error rests mainly on how well the math-
ematical model represents the motion and growth of the nuclei.
The estimate of this error is 5% at a given cavitation index. Ob-
viously, the degree to which the number and size of the computa-
tional nuclei represent the actual nuclei in the flow is an overrid-
ing concern. Given the corresponding large uncertainties for
measured event rates, agreement of predicted event rates with
experimental event rates within an order of magnitude is a notable
achievement.

Nomenclature

Ac 5 nuclei release area
c 5 nuclei concentration

CD 5 nuclei drag coefficient
Cp 5 pressure coefficient

Cpmin 5 minimum pressure coefficient
Ė 5 cavitation event rate

F(z) 5 cumulative nuclei size distribution function
g 5 acceleration of gravity

i , j ,k 5 computational coordinate indices
N(R) 5 nuclei number distribution function

p 5 static pressure
p`(t) 5 far-field pressure in Rayleigh-Plesset equation

p8 5 fluctuating pressure
Pe 5 probability of a cavitation event

p(l) 5 normalized nuclei size distribution function
pV 5 vapor pressure

pGo 5 initial noncondensible gas pressure
q 5 square root of the turbulent kinetic energy,Ak
R 5 nuclei radius

Ro 5 initial nuclei radius
S 5 surface tension
t 5 time

to 5 initial time
u 5 fluctuating velocity
U 5 fluid velocity at position of nucleus
V 5 nucleus velocity

Vc 5 mean transport velocity for nuclei inAc
x 5 axial coordinate~Fig 1.!; uniform random deviate
y 5 radial coordinate~Fig. 1!
« 5 turbulent energy dissipation rate
g 5 ratio of specific heats
k 5 turbulent kinetic energy

mL 5 dynamic viscosity of liquid
rL 5 density of liquid
s 5 cavitation index

su 5 standard deviation of the fluctuating velocity
v 5 inverse time scale of turbulence dissipation,«/k
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Scaling Effect on Prediction of
Cavitation Inception in a Line
Vortex Flow
The current study considers the prediction of tip vortex cavitation inception at a funda-
mental physics based level. Starting form the observation that cavitation inception detec-
tion is based on the ‘‘monitoring’’ of the interaction between bubble nuclei and the flow
field, the bubble dynamics is investigated in detail. A spherical model coupled with a
bubble motion equation is used to study numerically the dynamics of a nucleus in an
imposed flow field. The code provides bubble size and position versus time as well as the
resulting pressure at any selected monitoring position. This model is used to conduct a
parametric study. Bubble size and emitted sound versus time are presented for various
nuclei sizes and flow field scales in the case of an ideal Rankine vortex to which a
longitudinal viscous core size diffusion model is imposed. Based on the results, one can
deduce cavitation inception with the help of either an ‘‘optical inception criterion’’ (maxi-
mum bubble size larger than a given value) or an ‘‘acoustical inception criterion’’ (maxi-
mum detected noise higher than a given background value). We use here such criteria and
conclude that scaling effects can be inherent to the way in which these criteria are
exercised if the bubble dynamics knowledge is not taken into account.
@DOI: 10.1115/1.1521956#

1 Introduction
It is common to predict tip vortex cavitation inception in a

small-scale laboratory setting. The challenge is then to find the
correct scaling laws to extrapolate the results to the full scale.
While the present knowledge of the scaling laws enables engi-
neers to proceed properly in many cases, there are conditions
where classical scaling as defined below needs to be reconsidered
and corrected. This paper aims at contributing to the knowledge
needed to describe such a more general scaling.

In practice, engineering prediction of cavitation inception is
made by equating the cavitation inception number to the negative
of the minimum pressure coefficient neglecting real flow effects
such as nuclei presence and dynamics, and bubble/flow interac-
tions and unsteadiness, These ignored effects sometimes lead to
significant discrepancies between model and full-scale tests and to
‘‘ scale effects.’’

The nondimensional cavitation number,s, used to characterize
overall cavitation effects is defined as

s5
p`2pv

1/2rV`
2 , (1)

wherep` andV` are the characteristic pressure and velocity~usu-
ally at freestream!, r is the liquid density, andpv is the liquid
vapor pressure. Following McCormick@1#, several experimental
studies have established the following scaling law to predict
steady tip vortex cavitation inception:

s i5KCl
2Re

a , with Re5
V`C0

y
. (2)

K is a proportionality constant, which depends on the foil geom-
etry and the flow incidence,Cl is the foil lift coefficient, andRe is
the flow Reynolds number based on the hydrofoil chord length,
C0 . Equation~2! correlates the cavitation inception number,s i ,
to the boundary layer growth on the foil. Different values ofa
have been proposed in previous studies. For example, McCormick

@1# found a50.35 while Fruman et al.@2# and Arndt and Dugue
@3# useda50.40. Farrell and Billet@4# proposed a correlation
model for leakage vortex cavitation inception witha52/7. Arndt
and Keller@5# introduced a correction term to Eq.~2! based on the
‘‘tensile strength’’ of the liquid to account for the presence of
nuclei and the onset of cavitation in ‘‘weak’’ and ‘‘ strong’’ water.
However, they did not account directly for the effect of nuclei
dynamics per se.

Direct experimental observation of bubble capture by the tip
vortex is difficult due to the small size of the nuclei and the high
local velocities. Numerical studies, therefore, have been used pri-
marily to study these effects. The complexity of the cavitation
inception process, however, has led various numerical studies to
neglect one or more of the factors, and therefore to only investi-
gate the influence of a limited set of parameters. Most models
accept that tip vortex cavitation inception is due to traveling
bubbles, and use a spherical bubble dynamics model coupled with
a motion equation to predict cavitation inception. Latorre@6# and
Ligneul and Latorre@7# applied this approach to deduce noise
emission from cavitation in a Rankine line vortex. Hsiao and Pau-
ley @8# further applied this approach to study tip vortex cavitation
inception with the tip vortex flow field computed by Reynolds-
averaged Navier-Stokes equations.

The current study makes a concerted effort to investigate the
importance of the nuclei size on tip vortex cavitation inception.
The tip vortex flow of a three-dimensional foil is idealized as a
Rankine vortex. Empirical equations are used to estimate the
vortex strength and core size for three different foil sizes. A modi-
fied spherical model is then implemented and used to predict
inception. Both an ‘‘acoustic’’ criterion ~emitted sound level
higher than a threshold value! and an ‘‘optical’’ criterion ~bubble
size larger than a threshold value! are considered for ‘‘calling’’
the cavitation inception. The characteristics of the acoustic pres-
sure signals due to the bubble dynamics are also computed and
analyzed.

2 Numerical Method

2.1 Rankine Vortex Model. We consider the tip vortex
generated by a finite-span hydrofoil and consider three different
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sizes of this foil, small~laboratory 1/48 scale!, medium ~1/4
scale!, and large~full scale!. These hydrofoils are geometrically
similar and are operated at the same angle of attack. The tip vortex
flow field is represented by a Rankine line vortex for which the
rotation velocity,uu , and pressure,pv , of the vortical flow are
given by

uu~r !5H G

2pac
2 r , r<ac ;

G

2pr
, r .acJ , (3)

pv~r !5H p`2
rG2

4p2ac
2 1

rG2r 2

8p2ac
4 , r<ac

p`2
rG2

8p2r 2 , r .ac

J . (4)

The circulation strength,G, is obtained based on the equation
described in Abbott and Doenhoff@9#:

G5
1

2 S A01
1

2
A1D2pC0V` , (5)

whereV` is the freestream velocity. In Eq.~5! the coefficientA0
depends only on the angle of attack and the coefficientA1 depends
only on the shape of the mean line. For the particular foils con-
sidered here, 1/2(A011/2A1)50.04 was empirically determined.
The viscous vortex core size,ac , is related to the turbulent bound-
ary layer thickness on the pressure side,@1#, and has the following
expression:

ac5
0.37C0

Re
0.2 . (6)

The minimum pressure coefficient in the vortex center is then
determined by

Cpmin5
pv2p`

0.5rV`
2 52

1

2p2V`
2 S G

ac
D 2

. (7)

The flow conditions and parameters for the three cases considered
are shown in Table 1.

2.2 Improved Spherical Bubble Dynamics Model„SAP….
As in conventional spherical bubble dynamics models we assume
that the bubble is too small to modify the ‘‘basic’’ flow field. It
however responds dynamically to this field while remaining
spherical and its dynamics can be described by the Rayleigh-
Plesset equation,@10#. Conventionally, the bubble follows the
flow field and sees the liquid pressure, in its absence, at the loca-
tion of its center as a ‘‘far-field’’ imposed pressure. Here, we
modify this equation to account for the presence of a slip velocity
between the bubble and the host liquid, and to account for non-
uniform pressure fields along the bubble surface. The difference
between the liquid velocityu and the bubble translation velocity
ub , results in an added pressure term similar to that due to a
translating sphere in a liquid, and can be shown to be equal to
(u2ub)2/4. The detailed derivation can be seen in@11#. Here we
account for this term in the modified Rayleigh-Plesset equation as

RR̈1
3

2
Ṙ25

1

r Fpv1pg0S R0

R D 3k

2P`~ t !2
2g

R
2

4m

4
ṘG

1
~u2ub!2

4
, (8)

whereR is the bubble radius,R0 and pg0 are the initial bubble
radius and gas pressure,k is the polytropic gas constant,r, g, and
m are the liquid density, surface tension and viscosity, andpv is
the vapor pressure.P`(t) in the classical spherical model is the
liquid pressure at the bubble center in its absence. This obviously
does not account for pressure variations around the bubble sur-
face, and may lead here to unbounded bubble growth when the
pressure in the vortex center is less than the vapor pressure. Pre-
vious studies have used this simplification to determine cavitation
inception. In the current study we apply a surface averaged pres-
sure~SAP! scheme in whichP`(t) is taken to be the average of
the outside field pressure over the bubble surface. This enables for
a much more realistic description of the bubble behavior, e.g., the
bubble does not continuously grow as it is captured by the line
vortex. Instead, once the bubble reaches the vortex line axis, it can
see an increasing pressure around it as most of its surface moves
away from the axis pressure.

The bubble trajectory during capture can be predicted by the
following equation of motion,@12#:

dub

dt
5

3

r
¹p1

3

4
CD~u2ub!uu2ubu1

3

R
~u2ub!Ṙ, (9)

where the drag coefficientCD is determined using the empirical
equation of Haberman and Morton@13#:

CD5
24

Rer
~110.197Rer

0.6312.631024Rer
1.38!, (10)

and the relative velocity Reynolds number is defined by

Rer5
2Ruu2ubu

n
. (11)

Equation~9! expresses the balance between drag forces, pressure
gradients, and inertia forces due to bubble motion and volume
variation. Detailed derivation of~9! from a complete set of motion
equation for a spherical particle,@14#, can be found among others
in @8,15#.

The liquid pressure variations at a distancel from the bubble
center, resulting from the bubble dynamics is obtained using the
expression

p5
r

l
@R2R̈12RṘ2#2rFR4Ṙ2

2l 4 G . (12)

Whenl @R Eq. ~12! becomes the expression for the acoustic pres-
surepa of Fitzpatrick and Strasberg@16# after introduction of the
delayed timet8 due to the finite sound speed,c:

pa~ t8!5
Rr

l
@RR̈~ t8!12Ṙ2~ t8!#, t85t2

r 2R

c
. (13)

The noise level, SPL, can then be written as:

SPL520 logS pa

pref
D . (14)

We use here the conventional valuepref51026 N/m2.
With the prescribed pressure and velocity flow field given by

Eqs.~3! and~4!, a Runge-Kutta fourth-order scheme is applied to
integrate Eqs.~8! and ~9! through time to provide the bubble
trajectory and its volume variation during bubble capture by the
line vortex. Accuracy in the current numerical scheme is only
determined by the time-step size which is found to depend on the
initial bubble size. The time-step size should be small enough to
resolve the high frequency oscillations as the bubble experiences

Table 1 Conditions of the three scale tests considered

Small Scale Medium Scale Large Scale

l 1/48 1/4 1
C0 ~m! 0.0508 0.6096 2.4384
V` ~m/sec! 10 12.5 15
G ~m2/sec! 0.12767 1.91511 9.19255
Re 5.083105 7.623106 3.663107

ac ~m! 0.001358 0.009486 0.02770
Cp min 24.474 213.215 224.797
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strong collapse. A time-step size study was conducted to deter-
mine needed time step size for each initial nuclei size to obtain
less than 0.05% difference in bubble radius and 1% difference in
acoustic pressure at their maximum values where the strongest
collapse occurs by further reduction by half of the time-step size.

Since this paper was submitted, we have obtained extremely
encouraging comparisons~especially relative to the conventional
model! between the SAP Rayleigh-Plesset model and a three-
dimensional model coupling three-dimensional bubble dynamics
and an unsteady Reynolds-averaged Navier-Stokes code,@17#.

3 Results and Discussion

3.1 Cavitation Inception Criteria. The precise notion of
cavitation inception as a practically observed phenomenon is a
matter of discussion. From an engineering viewpoint, cavitation
inception is determined through visual or acoustical techniques.
Inception is called when the measurement detects events above a
predefined threshold. In the laboratory the most commonly used
threshold is via visual observation when bubbles ‘‘appear.’’ This
visual technique can hardly be applied to full-scale tests where an
acoustic technique is preferred. In the acoustic technique, the
cavitation inception event can be defined either by the sound am-
plitude level~absolute noise level or relative value over the back-
ground noise! and/or by the appearance of some characteristic
spikes in the pressure signals. In the current study, both the acous-
tic and the optical criteria are investigated for determining the
cavitation inception. In the following we will also show the im-
portance for numerical simulations of the selection of the bubble
dynamics model on the results.

3.2 Cavitation Inception for Line Vortex With Constant
Vortex Core. To study scaling effects, the SAP modified
Rayleigh-Plesset spherical model was first applied to predict for
the three scales described earlier the cavitation inception number,
s i , for a line vortex with anonvaryingvortex core size. Different
initial nuclei sizes were also considered to study the effect of the
bubble size distribution on cavitation inception. The computations
were conducted by releasing the bubbles three core radii away
from the vortex axis with an initial nucleus equilibrium condition.

In previous studies,@6–8#, the cavitation inception number was
determined as the highest cavitation number that leads to an un-
bounded bubble growth~see Fig. 1!. Using this conventional
model, we found that the predicted cavitation inception numbers
for all cases are very close to those given by the simple criterion,
s i52Cpmin . Scaling then follows the relationship given by~2!.
The results, shown in Table 2, obviously do not explain experi-
mentally measured scaling effects. This way of determining the

cavitation inception number stems directly from accepting that the
bubble can grow unboundedly once it reaches the vortex center.

To account for the fact that the averaged pressure that is im-
posed on the bubble increases as most of the bubble surface grows
away from the vortex axis, the SAP spherical model~averaging
the field pressure on the bubble surface! was then applied. Figure
2 shows the bubble radius variation and the acoustic pressure for
R0550mm ands54.471 in the small-scale case. It is seen that
with the modified model both the bubble size and the acoustic
pressure reach finite values instead of increasing unboundedly.
Therefore, we conducted with the SAP model a series of compu-
tations to obtain bubble size and acoustic pressure for different
cavitation numbers. Figure 3 shows the maximum bubble size and
the maximum SPL measured at 30 cm from the vortex center
versus the cavitation number for four different initial nuclei sizes
(R0510, 25, 50, and 100mm! for the medium scale. Similar
curves for the small and the large scale can be found in@11#.

Based on these curves one can determine the cavitation incep-
tion number once an optical or an acoustic threshold criterion is
defined. Tables 3 and 4 show the cavitation inception number
results obtained for all scales using different illustrative criteria. It
is seen that different cavitation inception criteria may lead to sig-
nificant differences in the resulting cavitation inception numbers.
It is also found that the initial nucleus size,R0 , can significantly
influence the prediction of the cavitation inception number. For
stringent ~good detection schemes! acoustic or optical criteria
~e.g., SPLmax.90 db orRmax.100mm), the cavitation inception
numbers are definitely not well scaled by Eq.~2! especially for the
smaller nuclei. However, forlooser~high levels needed for detec-
tion! criteria ~e.g., SPLmax.130 db orRmax.400mm), the cavita-
tion inception number is insensitive to the nuclei size and is gen-
erally well scaled by Eq.~2!.

Fig. 1 Bubble radius versus time at different cavitation num-
ber obtained by the classical Rayleigh-Plesset equation for the
small scale with R0Ä50 mm

Table 2 Cavitation inception number using the classical
spherical model approach

R0 Small Scale Medium Scale Large Scale

10 mm s i54.467 s i513.212 s i524.796
50 mm s i54.471 s i513.214 s i524.796
100 mm s i54.473 s i513.214 s i524.796

Fig. 2 Bubble radius and acoustic pressure versus time ob-
tained by the modified SAP Rayleigh-Plesset equation for the
small scale with R0Ä50 mm at sÄ4.471
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3.3 Cavitation Inception for Line Vortex With Diffusive
Vortex Core

3.3.1 Bubble Dynamics.In the previous section the pressure
along the vortex axis was assumed to remain constant. This al-
lowed the bubble to reach some equilibrium status after reaching

the vortex axis. The acoustic emission in this case is mainly from
the bubble growth and subsequent oscillations. The bubble col-
lapse, however, is known to generate most of the cavitation noise
and occurs after the grown bubble encounters an adverse pressure
gradient during its motion. To investigate this effect, a diffusive
line vortex was specified by taking into account a vortex core
radius increase along the vortex axis as shown in Fig. 4 for the
small scale. Thefar-field description of the vortex~i.e., circula-
tion! was kept constant. This is justified by the fact that most of
the bubble history occurs over a very short distance from the
blade tip. The computations for the diffusive vortex core case
were conducted by releasing the bubbles at one half the core ra-
dius from the vortex axis with an initial nucleus equilibrium con-
dition. Figure 5 shows the resulting bubble radius variations and
the acoustic pressure versus time during the bubble capture for
R0550mm ands54.471 in the small-scale case.

It is seen that the bubble grows significantly then collapses
when it encounters the adverse pressure gradient. Due to the pres-
ence of gas in the bubble and to the absence of acoustic energy
loss it pursues many successive oscillations. This leads to high-
frequency oscillations and stronger acoustic emission than gener-
ated during growth. It is interesting to isolate the importance of
the slip-velocity pressure term in Eq.~8!. The result for neglecting
the slip-velocity term is shown in Fig. 6. One can see that much

Fig. 3 Maximum SPL and bubble radius versus cavitation
number for the medium scale test in the constant vortex core
case

Table 3 Cavitation inception number obtained using various
illustrative acoustic criteria for defining cavitation inception

Acoustic Criterion
Small
Scale

Medium
Scale

Large
Scale

2Cpmin 4.47 13.22 24.80
SPLmax
.90 db

R0510mm No Inception s i513.20 s i524.76
R0525mm s i54.45 s i513.21 s i524.77
R0550mm s i.7 s i513.21 s i524.78
R05100mm s i.9 s i.15 s i.26

SPLmax
.130 db

R0510mm No Inception s i513.17 s i524.76
R0525mm s i54.36 s i513.18 s i524.76
R0550mm s i54.36 s i513.18 s i524.76
R05100mm s i54.37 s i513.19 s i524.76

Table 4 Cavitation inception numbers obtained using various
illustrative optical criteria

Optical
Small
Scale

Medium
Scale

Large
Scale

2Cpmin 4.47 13.22 24.80
Rmax.
100 mm

R0510mm No Inception s i513.20 s i524.77
R0525mm s i54.45 s i513.23 s i524.82
R0550mm s i54.51 s i513.42 s i.25
R05100mm s i.5 s i.14 s i.25.5

Rmax.
400 mm

R0510mm No Inception s i513.19 s i524.78
R0525mm s i54.41 s i513.21 s i524.78
R0550mm s i54.41 s i513.21 s i524.78
R05100mm s i54.42 s i513.23 s i524.82

Fig. 4 Diffusion of the vortex core through increase of its ra-
dius along the longitudinal direction

Fig. 5 Bubble radius and resulting acoustic pressure versus
time for the small scale with R0Ä50 mm at sÄ4.471 in a diffu-
sive line vortex
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stronger bubble oscillations occur in this case resulting in ex-
tremely high acoustic noise during multiple collapses.

3.3.2 Influence of the Initial Bubble Radius.The influence of
nuclei size is studied by releasing bubbles of different initial radii
R0 at the same cavitation number. Figure 7 shows the bubble
radius and the acoustic pressure versus time during capture for
two extreme sizesR0510mm and 200mm at s54.471 in the
small-scale case. By including the 50mm case of Fig. 5 one can
see different bubble behaviors. The small-sized bubble collapses
without strong volume rebound and generates very high frequency
but very low amplitude noise, the midsized bubble collapses with
strong volume rebound and generates high-frequency and high-
amplitude noise. Finally, since the frequency of oscillation of the
large-sized bubble is close to that of the encountered pressure field
variations, large resonance pressure fluctuations occur. These
three different behaviors are also found in the medium and large
scales,@11#.

3.3.3 Scaling. A series of computations similar to those in
the previous section were conducted to obtain the maximum size
of the bubble and the maximum acoustic pressure versus the cavi-
tation number. Four initial nuclei sizes (R0510, 25, 50, and 100
mm! were used for all three scales. Figure 8 shows that the maxi-
mum bubble size and the maximum noise level SPL measured at
30 cm from the vortex center at the release location versus the
cavitation number for the small scale. Similar curves for the me-
dium and large scale can be found in@11#. By comparing Figs. 3
and 8 it is seen that the maximum radius curves are not signifi-
cantly different from those obtained in the constant core case for
the larger initial bubble sizes (R0525, 50, and 100mm!. For the
smaller initial bubble size (R0510mm), however, the curves are
significantly different from those of constant vortex core because

Fig. 6 Bubble radius and resulting acoustic pressure versus
time for the small scale with R0Ä50 mm at sÄ4.471 in a diffu-
sive line vortex when the slip velocity effect is neglected

Fig. 7 Bubble radius and resulting acoustic pressure versus
time for the small scale with R0Ä100 and 200 mm at sÄ4.471 in
a diffusive line vortex

Fig. 8 Maximum SPL and bubble radius versus cavitation
number for small and medium scales in the diffusive vortex
core case
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the bubble with smaller initial size is not always able to enter the
vortex center before the vortex core diffuses. To allow the smaller
initial bubble size to enter the vortex center before the vortex core
diffuses, further decreases of the cavitation number are required.
Unlike the maximum radius curves, the maximum SPL curves of
diffusive vortex core all differ significantly from those of the con-
stant vortex core, except at high cavitation numbers where the
acoustic signal created by the bubble collapse is not stronger than
that of growth.

Tables 5 and 6 show the cavitation inception numbers for all the
cases considered by choosing the same criteria as in Tables 2 and
3. Unlike in the constant vortex core case where one can select
appropriate acoustic and optical criteria such that the cavitation
inception number becomes well correlated by Eq.~2!, it is very
difficult to define such an acoustic or optical criterion for the
diffusive vortex core case.

Another way of illustrating the scaling effect due to the nuclei
size is to show the cavitation number versus the ratio of the maxi-
mum radii obtained at two different scales. This is shown in Fig.
9. To correct for viscous effects the cavitation number is normal-
ized using Re0.4, @18#, and the maximum radius using

Rm'ac'
C0

Re
0.2. (15)

Therefore, the ratio between scale 1 and 2 is

Rm1

Rm2
5S C01

C02
D S Re2

Re1
D 0.2

. (16)

The ratio is shown in Fig. 9 for the three groups: middle/small,
large/small, and large/middle. It is seen that for each group, the
curves of differentR0 are on top of each other for high and low
cavitation number but deviatea lot right below the cavitation
inception point. The normalization factor applied in this study is
also expected to merge all the curves of different groups to be
equal to one at the low cavitation number. Figure 9, however,
shows that the curves of middle/small and large/small approach a
value less then one at the low cavitation number. This is because
at the low cavitation numbers and in the small scale the bubbles

get trapped at the streamwise location where the vortex diffusion
starts to occur while the bubbles are carried downstream for the
middle and large scale. An attempt for normalizing the maximum
SPL curve has also been tried, but the normalized curves did not
merge well due to the difficulty in finding an appropriate charac-
teristic pressure.

3.4 Frequency Analysis. To study further the characteris-
tics of the emitted noise during capture of a bubble in a vortex one
can apply a Fourier transformation to the pressure signals. Figure
10 compares the acoustic signals of both constant and diffusive
core cases in the frequency domain. Due to the stronger impor-
tance of the collapse in the case of a diffusive vortex, one can see
that the higher frequencies have much higher amplitudes when
compared to the constant vortex core case. The Fourier spectrum
for differentR0 and in the diffusive vortex case are shown in Fig.
11 for the small scale. It is found that these curves can be catego-
rized into three major groups according to their shapes.

Fig. 9 The normalized curves of the ratio of maximum radius
versus cavitation number for three different scale ratio and
three different initial bubble size

Fig. 10 Comparison of the amplitude spectra of the acoustic
pressure generated in a constant and a diffusive vortex core for
R0Ä50 mm in the small scale

Table 5 Cavitation inception number obtained using various
illustrative acoustic criteria for calling inception

Acoustic Criterion
Small
Scale

Medium
Scale

Large
Scale

2Cpmin 4.47 13.22 24.80
SPLmax
.90 db

R0510mm s i54.37 s i513.15 s i524.59
R0525mm s i54.71 s i513.38 s i524.88
R0550mm s i.6 s i.13.5 s i.25
R05100mm s i.7 s i.14 s i.25.5

SPLmax
.130 db

R0510mm No Inception s i513.13 s i524.56
R0525mm s i54.45 s i513.22 s i524.78
R0550mm s i54.47 s i513.25 s i524.80
R05100mm s i54.49 s i513.32 s i524.85

Table 6 Cavitation inception number obtained using various
illustrative optical criteria for calling inception

Optical Criterion
Small
Scale

Medium
Scale

Large
Scale

2Cpmin 4.47 13.22 24.80
Rmax.
100 mm

R0510mm No Inception s i513.13 s i524.59

R0525mm s i54.45 s i513.23 s i524.82
R0550mm s i54.49 s i.13.5 s i.25
R05100mm s i.5.5 s i.14 s i.25.5

Rmax.
400 mm

R0510mm No Inception s i513.12 s i524.56
R0525mm s i54.39 s i513.22 s i524.77
R0550mm s i54.41 s i513.22 s i524.78
R05100mm s i54.41 s i513.24 s i524.82
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~a! In the first small bubble size group (R055 mm), the curves
show two major high frequency peaks, one obtained during initial
bubble growth and one during bubble collapse.

~b! In the second middle bubble sizes group (R0520 and 50
mm!, the curves show a rather flat high amplitude region, followed
by a power-law decay high-frequency region mainly due to suc-
cessive bubble collapses.

~c! In the third large bubble size group (R05200mm), the
curve shows a major amplitude peak at low frequency, which
indicates the oscillation frequencies of the bubble growth and col-
lapse, and pressure field variations are very close. This is followed
by a gradual classical power-law type decay of the spectrum.

Similar curves are obtained for the other two scales,@11#. It is also
found that the bubble sizes for a given group increases as the scale
increases.

It is important to know what the peaks in the spectral domain
correspond to. To identify these peaks we can estimate the fre-
quency at the location of interest in the acoustic signal generated
by a bubbleR0550mm at s54.471 in the small scale as shown
in Fig. 12. One disadvantage of the Fourier transformation is that
it does not provide information regarding when in time the various
spectral components appear. When the time localization of the
spectral components is needed, either a wavelet or a Hilbert trans-
formation, @19#, can provide the time-frequency representation.
Figure 13 shows the frequency versus time by applying both a
wavelet and a Hilbert transformations to the same acoustic signal
shown in Fig. 12. Both indicate a high amplitude at the high
frequencies~;120 KHz! for a long time after the bubble first
collapse. Following the first collapse the frequency of the oscilla-
tions increases with each successive collapse. In order to under-
stand this continuous increase in the frequency, we conduct an
order of magnitude analysis of the expected bubble oscillations
frequency,F, based on the Rayleigh periodT,

Fig. 12 Correspondence between acoustic signals and the
peak frequencies in the Fourier spectrum for R0Ä50 mm and
sÄ4.471 in the small scale

Fig. 13 Wavelet transform and Hilbert transform for R0
Ä50 mm and sÄ4.471 in the small scale

Fig. 14 Bubble radius, encounter pressure and frequency ob-
tained using Eq. „16… versus time for R0Ä50 mm and sÄ4.471
in the small scale

Fig. 11 Amplitude spectrum for various initial nuclei sizes in
the small scale
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Figure 14 showsF versus time computed using the pressure dif-
ferenceDp5P`(t)2pv . This shows the same trend as the Wave-
let and Hilbert spectra and appears to give a good approximation
of the frequency of the acoustic signals.

From Eq.~17! it appears that the frequency of the first collapse
signal is controlled by the maximum radius and pressure gradient
at the location where the vortex core starts to diffuse. By appro-
priately choosing the normalization factor one can obtain a good
normalization of the collapse frequency of the second size group
discussed earlier. Figure 15 illustrates this for the large scale
where more tested nuclei sizes fall in the second group in this
scale. The frequencies and amplitudes are normalized byFm
andA:

Fm5
1

Rm
ADP

r
, (18)

A5
DPtRm

l
5

Rm
2

l
ArDP. (19)

Rm is the maximum radius,l is the distance to the location where
the acoustic signal is computed, andDp is the difference between
the encounter pressure at the first and second bubble collapse.

4 Conclusions
We have used in this study bubble dynamics to predict the

cavitation inception in a line vortex flow. We have shown that
using thes52Cp min conventional engineering definition of cavi-
tation inception or the classical spherical bubble dynamics model
cannot explain experimentally observed nuclei scaling effects.
However, the ‘‘improved’’ SAP spherical model shows that the
nuclei sizes play an important role in scaling, especially when the
water contains only very small bubbles.

We have confirmed that the sources of high-frequency acoustic
emission are the initial bubble growth, and more importantly, the
subsequent bubble collapse when the bubble reaches the region
where the vortex diffuses. The adverse pressure gradient along the
vortex core was found to significantly increase both the amplitude
and frequency of the acoustic emission during bubble capture by
the vortex.

From frequency analysis, it was found that the amplitude spec-
trum of the acoustical signal can be categorized into three major
groups according to their shapes. For the first group, the curves
show two major peaks, one from the bubble growth signal and one
from the bubble collapse signal. For the second group, the curves
show a rather flat high-amplitude region, which is mainly due to
successive bubble collapses. For the third group, bubble growth,
collapse and pressure field have very similar frequencies and the
spectra exhibit only one major peak. By appropriately choosing
the normalization factor one can well normalize the first collapse
signal of the second group.
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Flow in a Centrifugal Pump
Impeller at Design and Off-Design
Conditions—Part I: Particle
Image Velocimetry (PIV)
and Laser Doppler Velocimetry
(LDV) Measurements
Detailed optical measurements of the flow inside the rotating passages of a six-bladed
shrouded centrifugal pump impeller of industrial design have been performed using par-
ticle image velocimetry (PIV) and laser Doppler velocimetry (LDV). Results include in-
stantaneous and ensemble averaged PIV velocity vector maps as well as bin-resolved
LDV data acquired in the midplane between hub and shroud of the impeller. The flow is
surveyed at both design load and at severe off-design conditions. At design load, Q
5Qd , the mean field of relative velocity is predominantly vane congruent, showing well-
behaved flow with no separation. At quarter-load, Q50.25Qd , a previously unreported
‘‘two-channel’’ phenomenon consisting of alternate stalled and unstalled passages was
observed, with distinct flow congruence between every second of the six passages. A large
recirculation cell blocked the inlet to the stalled passage while a strong relative eddy
dominated the remaining parts of the passage. The stall phenomenon was steady, nonro-
tating and not initiated via the interaction with stationary components. The study demon-
strates that the PIV technique is efficient in providing reliable and detailed velocity data
over a full impeller passage, also in the close vicinity of walls due to the use of fluorescent
seeding. A quantitative comparison of blade-to-blade distributions of mean fields obtained
by PIV and LDV showed a satisfactory agreement.@DOI: 10.1115/1.1524585#

1 Introduction
The internal flow that develops in a centrifugal pump impeller

is exceedingly complex, involving both streamline curvature, sys-
tem rotation, separation, and turbulence effects. Furthermore, the
flow is often influenced by rotor-stator interaction mechanisms or
other unsteady effects. In the past, a variety of measurement tech-
niques, particularly one-point techniques such as pressure probes,
hot-wire anemometry, and laser Doppler velocimetry~LDV ! have
been applied to turbomachines in the strive for accurate quantita-
tive flow descriptions. These mean methods have provided much
fundamental knowledge of flow phenomena occurring in centrifu-
gal impellers. However, the quest for more flexible pumps that
maintain high efficiencies at a broader range of operating condi-
tions raises the need for a more detailed knowledge of the local
and instantaneous features of the impeller flow. For this purpose,
the particle image velocimetry~PIV! technique is a powerful al-
ternative or supplement to LDV which offers both more informa-
tion on the instantaneous spatial flow structures and, at the same
time, considerably reduced acquisition times.

Wernet@1# provides an overview of applications of PIV to ro-
tating machinery. Most studies have focused on the flow in the
stationary components of a compressor or pump stage, with the
aim of identifying the unsteady flow structures arising from rotor-
stator interactions. The very first application of PIV to a turboma-
chine appears to be the work by Paone et al.@2# who made mea-

surements in the blade-to-blade plane of a centrifugal compressor
and described the nature of the wake from the rotating impeller
blade. Akin and Rockwell@3# used PIV to study the wake from a
model impeller in a simulated rotating machine and its interaction
with a stationary diffuser blade. They characterized flow separa-
tion and reattachment events using instantaneous streamline pat-
terns and vorticity contours. Eisele et al.@4# applied particle track-
ing velocimetry ~PTV! to a vaned diffuser and found several
unsteady flow features, e.g., flow separation in the diffuser chan-
nel and a recirculating backflow from the diffuser into the impel-
ler at part-load conditions. Finally, in a recent study Sinha and
Katz @5# and Sinha et al.@6# used PIV to study rotor-stator inter-
actions between a centrifugal pump impeller and a vaned diffuser,
addressing both flow structure and turbulence modeling issues.

Measurements of the instantaneous flow inside the rotating im-
peller passages themselves are very scarce. Oldenburg and Pap@7#
performed PIV measurements in the impeller and in the volute of
a purpose-made two-dimensional centrifugal pump. Planar data
acquired in the mid-height plane at three different orientations of
the impeller relative to the tongue showed that the flow, at part
load, did not follow the vanes and thus departed from a potential-
flow pattern. Hayami et al.@8# and Aramaki and Hayami@9# ap-
plied PIV in a model impeller passage with the CCD camera
rotating with the impeller at a rotational speed of 30 rpm. This
allowed a direct measurement of the relative velocity and a study
of the spatiotemporal variation of the impeller flow.

In order to demonstrate the potential of the PIV technique as an
efficient analysis tool in the design of industrial pump impellers,
the objectives of the present study were,@10,11#,

• to provide detailed instantaneous data of the internal flow field
in the rotating passages of a centrifugal pump impeller,
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• to investigate steady and unsteady flow phenomena occurring
at both design and severe off-design conditions,

• to assess the accuracy of ensemble averaged PIV data by
comparison with LDV data, and

• to establish a detailed database that allows the evaluation of
advanced CFD techniques such as large eddy simulations.

Section 2 describes the centrifugal impeller and the test rig and
Section 3 gives details on the PIV and LDV setups and tech-
niques. Section 4 presents the experimental results, including in-
stantaneous and ensemble-averaged PIV velocity data as well as
bin-resolved LDV data, followed by conclusions in Section 5. In
Part II of this paper, Byskov et al.@12#, numerical results obtained
using the large eddy simulation technique are presented and com-
pared to the present database.

2 Experimental Apparatus

2.1 Centrifugal Impeller. The impeller under investigation
is a shrouded low-specific speed centrifugal pump impeller that is
used in multistage centrifugal pumps, see Fig. 1,@13#. Typical
applications of pumps of this type are water transfer and circula-
tion as well as pressure boosting in industrial process equipment.

Figure 2 shows the geometry of the impeller. It consists of six
simple curvature backward swept blades of constant thickness and

blunt leading and trailing edges. The impeller has a plane hub and
a mildly curved shroud plate such that the axial height of the
impeller blade is tapered nearly linearly from 13.8 mm at the inlet
to 5.8 mm at the outlet. Optical access to the impeller passages
was accomplished by manufacturing the entire test impeller in
perspex. Table 1 summarizes the main dimensions of the test im-
peller.

2.2 Test Rig. The measurements were performed in a com-
pact closed-loop test rig specially designed to provide an unob-
structed view of the flow within the impeller. The test rig, de-
scribed in detail by Pedersen@11#, consists of a 350-mm high,
400-mm diameter cylindrical tank with perspex casing. The tank
holds 40 liters of demineralized water. The impeller was mounted
on a 16-mm diameter shaft placed vertically in the tank. A
220-mm long, 84-mm diameter straight perspex pipe was used as
inlet pipe to the impeller which discharged directly into the outer
annulus of the cylindrical tank. Here the water rose and recircu-
lated into the central inlet pipe. The impeller was driven by a 0.37
kW motor.

The flow rate through the impeller was adjusted by letting the
water pass through a resistance plate, with an array of small cir-
cular holes, which was mounted at the top of the inlet pipe. By

Fig. 1 Two stages of an industrial multistage pump with the
shrouded centrifugal pump impeller under study, †13‡

Fig. 2 Blade-to-blade „left … and meridional „right … view of the
shrouded centrifugal pump impeller, †13‡

Fig. 3 Measured performance curve for a single stage of the
multistage pump under investigation, †13‡. The design load
condition is marked by a star and the quarter-load condition by
a circle.

Table 1 Impeller geometry and experimental operating
conditions
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varying the diameter of the holes the system pressure drop could
be varied to achieve flow rates in the range 15–100 percent of the
design flow ofQd53.06 l/s. A flow straightener, 110-mm long
and consisting of 12 7-mm diameter pipes, was mounted in the
inlet pipe in order to maintain stable inlet conditions to the impel-
ler. Furthermore, a leakage seal was installed which effectively
reduced the leakage flow between inlet pipe and impeller which
was measured to attain a maximum value of 10 percent ofQd at
shutoff conditions. The cylindrical tank provided optical access in
all horizontal planes, as well as from beneath via a 260-mm di-
ameter glass plate mounted in the bottom plate.

PIV and LDV data were acquired at the design load condition
Q/Qd51.0 ~series I! and the quarter-load conditionQ/Qd50.25
~series II!, respectively, both at a constant rotational speed ofn

5725 rpm. Table 1 summarizes the experimental operating condi-
tions and Fig. 3 shows the measured performance curve for the
test impeller and Fig. 4 shows the test rig.

3 Experimental Technique

3.1 Particle Image Velocimetry „PIV … System. Figure 5
shows a schematic of the PIV setup, comprising a Continuum
Surelite I-10 double-cavity Nd:YAG laser, a Dantec light sheet
delivery system, a Kodak Megaplus ES1.0 1K31K pixel cross-
correlation CCD camera, and a Dantec Flowmap 2000 PIV pro-
cessor. PIV measurements were performed inside the impeller
passages in a (x,y)-plane positioned 2.9 mm above the hub, i.e.,
at mid passage-height,z/b250.5. Figure 6 shows the positions of
the two 93394 mm2 field-of-views which were recorded at a
magnification factor ofM50.098. This relatively smallM was
chosen in order to reveal large-scale structures in the flow. The
field-of-view, denoted I, was used at design load, whereas field-
of-view II was used at quarter-load where it was found advanta-
geous to horizontally displace the camera so the image covered a
full passage at the impeller outlet.

The light source, the 532 nm Nd:YAG laser, was operated at 10
Hz with a pulse duration of 4–6 ns and laser beam intensities
adjusted to 30–60 mJ per pulse. An articulated light-guiding arm
directed the pulsing laser beams to the test rig where cylindrical
optics produced a light sheet with a thickness of approximately
1.5 mm and a divergence angle of 15 deg. The test rig was flooded
with seeding particles to give a homogeneous and dense seeding
distribution ensuring a minimum of 5–10 particles in each inter-
rogation region. Fluorescent polymer particles based on melamine
resin and containing Rhodamin B as fluorescent dye was used.
The particles were of spherical shape and had a size range of
20–40mm with a mean diameter ofdp530mm. The green laser
light excited the dye which subsequently emitted light in the or-
ange spectrum centered around a wavelength of 590 nm.

Particle images were captured by the CCD camera which was
aligned at right angles to the laser-sheet, see Fig. 5. The camera
was equipped with a 60-mm Nikon Micro Nikkor lens and a
550-nm optical high-pass filter which only transmitted the fluo-
rescent light and thus prevented scattered green light from reach-
ing the CCD sensor. In order to minimize displacement estimation
errors, the numerical aperture of the recording lens was chosen so

Fig. 4 Closed-loop test rig consisting of a 400-mm diameter
cylindrical tank with the 190-mm diameter test impeller
mounted in the vertical center plane. Optical access was pro-
vided from the sides as well as from beneath, †11‡.

Fig. 5 Schematic of the PIV setup

Journal of Fluids Engineering JANUARY 2003, Vol. 125 Õ 63

Downloaded 03 Jun 2010 to 171.66.16.152. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



diffracted particle images covered at least 1–2 pixels on the CCD
sensor. Based onM and the particle diameterdp , this requirement
imposed anf-number off #58, see Westerweel@14#.

The image acquisition was synchronized with the rotational ori-
entation of the impeller by means of a once-per-revolution pulse
obtained from the rotor shaft, see Fig. 5. Whenever the once-per-
revolution signal and the free-running 10-Hz laser pulsing coin-
cided within a 50-ms time window, a double-frame image set was
acquired. By letting the trigger signal pass an adjustable delay
circuit, this procedure allowed a large number of instantaneous
samples to be obtained at fixed circumferential positions of the
impeller in order to calculate ensemble averages. The laser pulse
separationDt was optimized according to the 1/4 displacement
rule ~Keane and Adrian@15#! to 150ms and 110ms for series I and
II, respectively. These intervals allowed the impeller to move 0.6
deg between frames, at the most, corresponding to 1 mm of its
perimeter. The total recording time of a series of 1000 condition-
ally sampled images was of the order of 20 minutes, correspond-
ing to a mean acquisition rate of 0.8 Hz, or one snapshot for every
15 impeller revolutions.

The PIV images were processed into vector maps using the
cross-correlation method and a multiple pass interrogation algo-
rithm, see, e.g., Scarano and Riethmuller@16# or Raffel et al.@17#.
The image processing was performed off-line on a Pentium PC
running an in-house FFT-based PIV processing code,@18#. A
triple-pass interrogation scheme was utilized which gradually de-
creased the interrogation region side from 64 to 32 pixels. The
Gaussian subpixel peak estimator was used as this has been shown
by numerous studies, e.g., Ullum@18#, to be less prone to pixel-
locking effects. Remedies to avoid pixel-locking are important
because the small magnification factorM in effect limits the size
of the imaged particles to a diameter below 2 pixels, equivalent to
a slight undersampling of the particle images. The final pass in-
terrogation regions of 32332 pixels were overlapped 50 percent
to yield 62362 vectors per vector map with a distance of 1.5 mm
between vectors. Due to the use of fluorescent seeding, a good
signal-to-noise ratio was obtained even in the close proximity of
the impeller blades. Therefore, the number of spurious vectors
~outliers! did not exceed 1–3 percent. Subsequently, the only vali-
dation procedure applied was a removal of the few vectors with a
correlation peak signal-to-noise ratio below 1.20. These mainly
corresponded to attempted velocity evaluations inside the vanes.
No interpolation or data filling was applied. Table 2 summarizes

essential PIV parameters.

3.2 Laser Doppler Velocimetry „LDV … System. As a
supplement to the PIV data and to allow assessment of the PIV
data accuracy, a series of LDV measurements was performed in
the impeller. The LDV system comprised a two-component four-
beam fiber optic system with back scatter collection optics and
two burst spectrum analyzers~Dantec BSA!. The light source was
a Coherent Innova 90 argon-ion laser operating at wavelengths of
514.5 nm~green! and 488 nm~blue!. The probe consisted of an
optical transducer head connected to the emitting optics and photo
multipliers by means of optical fibers. The probe head was
mounted on a three-axis PC-controlled traverse bench and posi-
tioned below the test rig with the optical axis oriented parallel to
the impeller shaft, allowing the simultaneous measurement of the
absolute radial and tangential velocity componentsCr and Ct .
Directional ambiguity was eliminated by means of a Bragg cell
that applied a 40-MHz frequency shift to one of each pair of
beams.

For the LDV measurements, the flow was seeded with neutrally
buoyant polyamide seeding particles with a mean diameter of 20
mm. Velocity samples were sorted into 360 angular bins based on
their arrival time relative to the once-per-revolution pulse. This
ensured the proper assignment of phase angle with respect to the
impeller to each velocity sample. This acquisition procedure al-
lowed free running of the LDV system and therefore conceptually
differed from the conditional sampling applied in the PIV mea-
surements.

Figure 6 shows the LDV measurement stations. The impeller
flow was surveyed at radii of r /R2
5$0.50,0.65,0.75,0.90,0.98,1.01%, respectively. At each radial sta-
tion data were collected at 5–10 axial positions between hub and
shroud depending on the local impeller height. At each measure-
ment point, 200,000 samples of each velocity component were
collected without coincidence filtering, yielding an average of 550
samples in each bin with an angular extent of 1 deg. However, on
the grounds of flow congruence between all six impeller passages
at design conditions, the statistical sample size was, in average,

Fig. 6 Measurement positions. The squares show the loca-
tions of the two 93 Ã94 mm2 field-of-views measured with PIV,
and the circles indicate the LDV measurement radii.

Table 2 PIV acquisition and processing parameters
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3333 samples per bin. As consecutive velocity realizations were
placed in different phase bins, imposing a dead time of only 1–5
ms between samples ensured statistically uncorrelated samples.
Effectively, though, data rates did not exceed 100 Hz due to signal
loss associated with flare light. Therefore, total measurement
times per series with a total of 38 measurement positions was of
the order of 10 hours. Table 3 summarizes essential LDV param-
eters.

3.3 Measurement Errors and Uncertainty. In the PIV
measurements, systematic errors include particle lag effects due to
the density difference between the fluid and the fluorescent par-
ticles, the latter with a specific gravity of 1.5. According to the
discussion of Agu¨ı́ and Jime´nez @19# this implies that a velocity
slip of up to 3–4 percent between the flow and the particles may
be present. However, as the focus of the present study is on the
detection of large-scale structures rather than on a study of the
high-frequency turbulent fluctuations in the flow, this deficiency is

found not significant. Due to the presence of large velocity gradi-
ents in the flow, velocity bias effects may arise from spatial aver-
aging over the 1.5-mm thick laser sheet.

The errors inherent in the instantaneous digital PIV velocity
estimates were quantified according to Westerweel@20# to be of
the order of 1 percent of full scale. Based on standard error esti-
mates, which have been shown to apply to ensemble averaged PIV
data by Ullum et al.@21#, the statistical uncertainty in the mean
and rms velocities based on 1000 statistically uncorrelated
samples is 1.2 and 4.5 percent, respectively, stated at a confidence
level of 95 percent.

In the LDV measurements, systematic errors arise from uncer-
tainty in probe volume positioning, which was within60.2 mm,
and velocity bias effects due to spatial averaging over the mea-
surement volume length of 1.2 mm. The statistical uncertainty in
the LDV mean and rms velocities are estimated to 0.7 percent and
2.4 percent~c.i., 95 percent!, respectively.

4 Results and Discussion
The presentation is organized as follows. First, PIV data are

presented including both instantaneous samples and ensemble av-
erages based on 1000 vector maps. Following this, blade-to-blade
distributions of selected flow quantities are extracted from the PIV
data and compared with mean LDV data at different radial sta-
tions. All presented data pertain to the impeller mid-height plane,
z/b250.5. The full data sets are included in Pedersen@11#.

4.1 Design Load. Figure 7~a! shows a sample instantaneous
PIV velocity vector map acquired at the design flow rateQd in
field-of-view I ~see Fig. 6!. Since the camera frame is fixed in
space, this readily obtained velocity field is the absolute velocity
C. To allow a direct interpretation of the flow field, the relative
velocity W as experienced by an observer rotating with the im-
peller was calculated by vectorial subtraction of the local circum-
ferential impeller speed from the measured data, i.e.,W5C2U,
inside the impeller region. Figure 7~b! shows the instantaneous
relative velocity corresponding to the absolute vector map in Fig.
7~a!. The impeller rotation sense is counterclockwise. Figure 7~b!
reveals that the field of relative velocity follows the curvature of
the blades in the predominant parts of the impeller passages, and
that no significant separation occurs. A low-velocity zone devel-
ops on the blade pressure side, extending about two-thirds down-
stream the blade. This is also evident from the contour plot of the
ensemble averaged relative speedu^W&u shown in Fig. 8. The fact
that high-momentum fluid is displaced towards the suction side in

Fig. 7 Sample instantaneous velocity vector maps; „a… absolute velocity C, „b… corresponding relative ve-
locity vector map W. „QÕQdÄ1.0….

Table 3 LDV parameters
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the inlet section is in accordance with potential theory, see, e.g.,
Stepanoff@22#. It also indicates that, in the inner part of the pas-
sage, the meridional curvature associated with the axial-to-radial
entry bend dominates over rotational effects. However, as the fluid
moves towards larger radii, the Coriolis force gains strength and
pushes the fluid in the opposite direction towards the pressure
side. As a result,u^W&u increases on the pressure side in the outer
parts of the passage, Fig. 8. The result is a fairly uniform outlet
velocity distribution free from distortions or wake effects.

In the blade-to-blade plane, a measure of the relative strength
between curvature and rotational effects is the Rossby number Ro
given by Ro5u^W&u/vRb whereRb570 mm is the constant cur-
vature radius of the blades. The highest Ro occurs at the inlet and
attains a value of about 0.8, falling to Ro'0.6 in the central parts
of the passage. This indicates that the flow in the blade-to-blade
plane is mostly dominated by rotational effects, as was also the
case in the impeller studied by Abramian and Howard@23#.

In Fig. 8, a replicate of the measured data has been rotated 60
deg with respect to the rotation axis to illustrate the flow congru-
ence that clearly exists between adjacent passages at design load,
i.e., data acquired in one passage represent the flow in all six
passages. This is clearly confirmed by the vector plot of the LDV
mean relative velocity field shown in Fig. 9. The LDV velocity
vectors at the inner radial station ofr /R250.50 are not shown,
since excessive reflections obscured the determination of the ra-
dial velocity componentCr at this station.

A quantitative measure of the random unsteady velocity fluc-
tuations is the measured portionk2D of the turbulent kinetic en-
ergy k, defined as the mean deviation of instantaneous data from
the ensemble-averaged results

k2D5
1

2
@^Cx8

2&1^Cy8
2&# (1)

where the primes denote the RMS of the velocity fluctuations, and
Cx andCy the measured planar velocity components. This quan-
tity does not account for the spanwise velocity fluctuations, not
measured. A contour plot ofk2D is given in Fig. 10 and demon-
strates an even distribution of turbulent kinetic energy inside the
passage. Disregarding image edge effects in the bottom left region
and flare light effects around (x,y)5(65,220), local high levels
of turbulence are confined to near-wall areas along the blade suc-
tion side, coinciding with positions of high relative velocity.
Based onk2D , a turbulence intensityTu may be calculated from

Tu5Ak2D/U2 whereU2 is the impeller speed at the outlet. Values
of Tu reach a maximum of 6 percent near the suction side, but are
otherwise much lower, 2–3 percent. As noted by Ubaldi et al.@24#
from similar observations in an unshrouded impeller, this low
level of turbulence indicates the persistence of an inviscid poten-
tial flow core through the impeller passage at design load.

Figure 10~b! shows the convergence history of the first and
second moments of the measured data in the three sample grid
points marked in Fig. 10~a!. The first point,P1 , is situated in the
high-turbulent zone behind the leading edge on the blade suction
side, the second,P2 , in the low-turbulent passage center, and the
third, P3 , in the mixing-region downstream of the impeller. Fig-
ure 10~b! shows the effect of including more samples in the cal-
culation of ^Cx& and k2D , respectively, and demonstrates that
these statistics, at a sample size ofN51000, are well-converged
even in high-turbulent regions.

In summary, the measurements at design load showed a well-
behaved, predominantly vane congruent flow with no separation
occurring and no significant distortions of the outlet velocity pro-
file. A distinct flow congruence between all six passages was ob-
served.

4.2 Quarter-Load. The main objective of the present work
was to investigate the characteristics of the complex flow pattern
that develops when operating the centrifugal impeller at severe
off-design conditions. Figure 11~a! shows a snapshot of^W& mea-
sured in field-of-view II at a flow rate of 0.25Qd , while Fig. 11~b!
shows the corresponding ensemble average based on 1000 vector
maps. Both vector maps show a clear departure from the well-
behaved nonseparated flow field observed at design load and,
most notable, the flow congruence between adjacent passages has
been lost. In the lower passage, see Fig. 11~b!, a large recircula-
tion bubble has been created due to the change in incidence angle
at quarter-load. This bubble covers the visible part of the suction
side surface, as shown in the closeup in Fig. 12~a!. On the con-
trary, the center passage shows no evidence of separated flow, but
is fairly well behaved, see Fig. 11~b!. In the upper passage, a
low-velocity zone with strong instantaneous vortical structures
has emerged, extending over half the passage width on almost the
entire pressure side. Furthermore, at the outlet, a strong vortex

Fig. 8 Ensemble averaged relative speed zŠW‹z. A copy of the
measured data has been rotated 60 deg with respect to the
rotation axis to demonstrate the flow congruence between ad-
jacent passages. „QÕQdÄ1.0….

Fig. 9 Vector plot of the relative velocity ŠW‹ measured with
LDV at radial stations of r ÕR2Äˆ0.65,0.75,0.90,1.01‰. „QÕQd
Ä1.0….
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with a rotation sense opposite to that of the impeller reverses the
flow direction and hence reduces the through-flow in this passage,
see Fig. 12~b!.

The fact that adjacent impeller passages exhibit such distinct
flow characteristics at quarter-load implies the need to extend the
sample area to fully grasp the flow physics. Therefore, a supple-
mentary series of 1000 PIV velocity fields was acquired. The cam-

era remained in the same location, but a delay ofT/6513.8 ms,
corresponding to the passage time of one impeller blade, was
added to the trigger signal from the rotor shaft. This procedure
allowed the collection of data in a region that effectively covered
two complete adjacent passages. The result is seen in Fig. 13
where the last series, although acquired at the same position in the
fixed camera reference frame, has been rotated 60 deg to reflect

Fig. 10 „a… Contour plot of the portion k 2D of the turbulent kinetic energy, measured by PIV. „b… Convergence history of the first
and second moments in the three sample grid points P1 , P2 , and P3 . „b1… Horizontal velocity component ŠCx‹. „b2… Turbulent
kinetic energy k 2D . „QÕQdÄ1.0….

Fig. 11 PIV vector maps of the relative velocity W. „a… Sample instantaneous snapshot. „b… Ensemble average of 1000 instanta-
neous samples. „c… Sample instantaneous deviation. „QÕQdÄ0.25….

Fig. 12 Details of the ensemble averaged relative PIV velocity field ŠW‹ shown in Fig. 11 „b…. „a…
Inlet stall cell. „b… Reversed flow at outlet. „QÕQdÄ0.25….
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the effective field-of-view. A remarkable ‘‘two-channel’’ flow pat-
tern alternately consisting of stalled and unstalled passages is re-
vealed from Fig. 13, with an apparent flow congruence existing
between every second of the six passages. The fact that the two
ensemble averages fit perfectly together and therefore fully corre-
spond with the result obtained if the two series had been acquired
simultaneously with two cameras underlines the stationary nature
of the detected stall phenomenon. To facilitate discussion, the im-
peller passage without flow separation is denotedA and the stalled
passageB.

In passageB, see Fig. 13, the large extent of the suction side
recirculation zone is notable, with flow reattaching not taking
place until half way down the blade. The recirculation bubble
effectively blocks three-quarters of the entrance to passageB. This
in return unstalls passageA in analogy with the mechanisms lead-
ing to the propagation of a rotating stall cell. The hypothesis of
every second passage being stalled is confirmed by the LDV mea-
surements given in Fig. 14. A few outliers are visible, but in
contrast to the design data in Fig. 9, the inner data atr /R2
50.50 are not obscured by reflections. A detailed quantitative
comparison between PIV and LDV mean data will be given later,
but it is readily evident, that the LDV velocity field of Fig. 14
corresponds well to the ensemble averaged PIV flow picture in
Fig. 13. Both data sets reveal the presence of a strong relative
eddy that dominates the flow structure in the central and outer
parts of passageB. It gains significant strength towards the outlet,
where fluid is swept from suction to pressure side. The clockwise
rotation of the eddy brings fluid backwards along the pressure
surface where it is later diverted towards the suction side, with the
apparent effect of suppressing separation there. A potential vortex
with very similar characteristics was observed by Abramian and
Howard @23# in a low-specific speed impeller operating at a flow
rate of 0.50Qd . Visser et al.@25# also reported high passage ve-
locities at the suction side and near-stagnation flow on the pres-
sure side. The unusual confinement of flow separation to the blade
pressure side may also be influenced by secondary flows induced
due to the backward curvature of the blades, as discussed thor-
oughly by Farge and Johnson@26#.

The deviationC-^C& of a sample instantaneous velocity from
the ensemble average is shown in Fig. 11~c!. The fluctuating ve-
locity vectors show large spatial structures in the upper passage,
passageB. Figure 15 reveals highly elevated levels ofk2D along
the core of the suction side separation bubble. Significant turbu-
lent activity is also associated with the flow reversal near the

Fig. 13 Vector maps of the ensemble averaged relative veloc-
ity ŠW‹. The well-behaved passage is denoted A and the stalled
passage is denoted B . Only every second vector is shown to
avoid crowding. „QÕQdÄ0.25….

Fig. 14 Vector plot of the relative velocity ŠW‹ measured with LDV at radial
stations of r ÕR2Äˆ0.50,0.65,0.75,0.90‰. „QÕQdÄ0.25….
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outlet of passageB, although parts of this high level may be
attributed to movement of the relative eddy itself, rather than to
the effect of turbulence. Generally,k2D attains values more than
twice the level measured at design load. Expressed in terms of
Tu, typical values of 8–10 percent are found in the regions de-
scribed, with a peak of 15 percent just before the outlet.

Summarizing the observations done at quarter-load, a highly
distorted flow with a ‘‘two-channel’’ pattern characterized by flow
congruence between every second passage has emerged. The flow
in the passage denotedA is dominated by rotational effects and
resembles the well-behaved design flow, although with higher tur-
bulent activity. In passageB, a stationary inlet stall cell blocks the
inlet section and gives rise to a relative eddy dominating the re-
maining parts of the passage. Compared to observations in litera-
ture, e.g.,@27,28#, the detected off-design stall phenomenon is
unique in the sense that it is stationary, nonrotating, and only
appears in every second passage. It may be speculated that the
stationary stall appearance is dictated by the even number of pas-
sages that enables a stable equilibrium mode between the forces
acting on the stall cells, and subsequently locks their circumfer-
ential positions within the impeller. Any influence of geometrical
asymmetries may be ruled out as consecutive runs with the impel-
ler could cause the two-channel phenomenon to lock in different
passages.

4.3 Blade-to-Blade Distributions. As demonstrated above,
much knowledge of the global flow features in the centrifugal
impeller may be gained from a direct study of the planar PIV
velocity fields. Nevertheless, in order to substantiate the observa-
tions and to assess the accuracy of the ensemble averaged PIV
data, as well as to investigate possible three-dimensional flow
effects, a comparative study with LDV mean data is presented
below. The six radii at which LDV data were acquired, see Fig. 6,
form the basis of these comparisons between PIV and LDV.

Samples of the LDV data in the form of vector plots ofW have
already been shown in Figs. 9 and 14. Below, a closer look at the
LDV data is given. Figure 16 shows the bin-resolved absolute
velocity componentŝ Cr& and ^Ct& acquired atr /R250.90 at
design load, together with the RMS velocityCr8 and the number of
velocity samples collected in each angular bin. The similarity be-
tween all six passages is apparent. The few local outliers result
from a registration of the movement of the blade surface through
the measurement volume. Figure 17 shows the LDV velocity field
acquired at quarter-load, and reveals, again, flow congruence be-
tween every second of the six passages. Therefore, representative
mean passage profiles were calculated from the LDV data by av-
eraging all passages atQd and every second passage at 0.25Qd ,
respectively. To ensure the same statistical sample size at both
flow rates, the number of velocity samples in each angular bin was

doubled at 0.25Qd . This resulted in a uniform number of, in av-
erage, 3333 samples in each representative angular bin, compa-
rable to the 1000 instantaneous realizations in the PIV ensemble
averages. No smoothing of the LDV data was applied.

Figure 18 compares the PIV and LDV blade-to-blade distribu-
tions of the radial velocity component^Cr&, assigned to represen-
tative passages as just described. The PIV profiles were obtained
by bi-linear interpolation of the planar PIV data onto lines of
constant radii. It should be noted that the radial components^Cr&
and ^Wr& are equivalent. The velocity profiles are given for radii
of r /R250.50, 0.75, and 0.98~impeller outlet!, respectively. As
previously mentioned, no valid LDV data were available at the
inner radial station.

In general, Fig. 18 reveals a good agreement between the two
data sets. At design load, Fig. 18~left!, the flow starts off as
potential flow with a radial velocity profile that is skewed mark-
edly towards the suction side atr /R250.50. This displacement of
the flow core suggests that viscous effects have not yet developed
at this radial station, leaving a flow governed by curvature and the
presence of a swirl component in the inlet flow. Both effects work
to raise the radial velocities near the suction side. Traveling out-
wards through the impeller passage, the radial velocity profile
evens out under the influence of the Coriolis force. Although some
discrepancy may be observed between the PIV and LDV profiles
at r /R250.75, possibly due to difference in size of seeding par-
ticles and measurement volumes, they agree well at the outlet,
where large radial velocities now also exist near the pressure side
due to the unloading of the blade. Overall, the design flow pattern
is in accordance with classical mean line theory,@22#.

Fig. 15 Contour plot of the measured portion k 2D of the turbu-
lent kinetic energy. „QÕQdÄ0.25….

Fig. 16 Bin resolved LDV data obtained at r ÕR2Ä0.90. „a… Ra-
dial velocity ŠCr‹. „b… Tangential velocity ŠCt‹. „c… RMS-velocity
Cr8 . „d… Number of radial velocity samples. „QÕQdÄ1.0….
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Moving on to the quarter-load data, Fig. 18~right!, passageA
exhibits the same main characteristics as seen at design flow, with
the addition of local flow features such as reversed flow near the
pressure side at the inner radial station. The flow in passageB,
however, is dictated by the suction side inlet stall cell. This is seen
to cover a third of the passage atr /R250.50 with backflow ve-
locities reaching a magnitude of 55 percent of the maximum out-
ward component. Large positive velocities exist in the passage
center, feeding the recirculation bubble. Atr /R250.75, PIV and
LDV agree on the location and height of the positive peak in
passageB which has now moved to the suction side due to the
strengthening of the relative eddy. At the outer radial station of
r /R250.98 the two profiles of passageB virtually collapse and
uncover the significance of the flow reversal that covers two-
thirds of the outlet of passageB. Hence, the outer radial station of
passageB gives evidence of a stalled passage with almost no, if
any, through-flow. Comparing this to the apparent net positive
through-flow atr /R250.50, suggests that some three-dimensional
effects are present in the impeller. To elaborate further on this,
bin-resolved LDV data obtained at a number of axial positions
between hub and shroud were analyzed. Table 4 shows the inte-
gral volume flow ratesQA and QB in passagesA and B, respec-
tively. The table compares passage flow rates calculated using
only data at the mid-height plane,z/b250.50, to area-averaged
values based on LDV data at five different axial heights,z/b2
50 . . . 1.0, across the impeller outlet. Since the mid-height data
suggest a flow rate of only 0.12Qd as opposed to the actual flow
rate of 0.25Qd it is evident that some three-dimensional effects are
in fact present at quarter-load, as is described in detail by Peder-
sen@11#.

Figure 19 shows a comparison of the PIV and LDV blade-to-
blade distributions of the tangential velocity component^Wt&, and
generally reveals the same levels of agreement as was seen for
^Cr&. The discrepancy seen atr /R250.75 is partly due to the fact
that the PIV profiles stem from bi-linear interpolation of relatively
coarse planar data, and thus exhibit a stronger broadening effect
than the LDV data in regions with strong gradients.

Figure 20 shows the turbulence intensitiesTu5Ak2D/U2 calcu-
lated from the PIV and LDV ensemble averages. The LDV data at
design load show a distribution ofTu that varies almost linearly
from about 3 percent in the pressure side region to 5–6 percent
close to the blade suction surface. This distribution of lowTu
persists throughout the impeller and is indicative of a stable flow
at design load. The turbulence intensities measured by PIV at the
two inner radial stations are about 40 percent smaller than the

Fig. 17 Bin resolved LDV data obtained at r ÕR2Ä0.90. „a… Ra-
dial velocity ŠCr‹. „b… Tangential velocity ŠCt‹. „c… RMS-velocity
Cr8 . „d… Number of radial velocity samples. „QÕQdÄ0.25….

Fig. 18 Blade-to-blade distributions of the mean radial veloc-
ity ŠCr‹ÕU2 measured with PIV „— —… and LDV „ … at flow
rates of Qd „left … and 0.25Qd „right …. „a… r ÕR2Ä0.50, „b… r ÕR2
Ä0.75, „c… r ÕR2Ä0.98.

Table 4 Integral volume flow rate distribution calculated from
LDV data
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values attained with LDV. A possible explanation for this discrep-
ancy is the fact thatTu, apart from a turbulent contribution, may
include contributions of fluctuating velocity components because
of moving velocity gradients present in the flow. As noted by
Hesse and Howard@29#, this will result in a broadening of the
probability density function of the velocity, which is falsely inter-
preted as turbulence. Considering that each PIV velocity realiza-
tion results from a spatial averaging over a measurement volume
that is in effect more than one order of magnitude larger than its
LDV counterpart, the impact of this effect differs between LDV
and PIV, and thus may lead to locally different levels of turbu-
lence intensities.

Unlike the design load observations at the two inner radial sta-
tions, the agreement between the two data sets at the outlet,
r /R250.98, is generally good. The large peaks in the PIV profile
in the passage center and at the suction side surface may be at-
tributed to image edge effects and slight variations in the position
of the blade trailing edge in consecutive PIV images, respectively.
The level of agreement between the two data sets is maintained, or
even improved, at the off-design condition, 0.25Qd . Ignoring the
edge effects just mentioned, PIV predicts the same peak positions
and magnitudes of turbulent intensity as LDV. In passageB, the
values ofTu reach maxima of 9 and 14 percent atr /R250.90 and

r /R250.98, respectively, indicating the presence of moving ve-
locity gradients or unsteady flow effects associated with the mo-
tion of the relative eddy.

Considering the strict conditions associated with this quantita-
tive comparison of LDV and PIV data in a rotating flow with large
spatial gradients, and acquired with differently sized seeding par-
ticles and measurement volumes, a satisfactory agreement has
been obtained.

5 Conclusions
Detailed measurements of the flow inside the rotating passages

of a centrifugal pump impeller were obtained using particle image
velocimetry~PIV! and laser Doppler velocimetry~LDV !. Results
included both instantaneous and ensemble averaged PIV velocity
vector maps acquired in the midplane between hub and shroud of
the impeller, as well as bin-resolved LDV mean fields.

At design load,Q5Qd , both data sets showed a well-behaved
vane congruent flow with no separation occurring, and revealed a
distinct flow congruence between all six passages. Apart from
local curvature effects in the inlet, the flow in the blade-to-blade
plane was dominated by rotational effects. At quarter-load,Q
50.25Qd , a previously unreported ‘‘two-channel’’ phenomenon
consisting of alternate stalled and unstalled passages was observed
in both data sets, with distinct flow congruence between every

Fig. 19 Blade-to-blade distributions of the mean tangential ve-
locity ŠWt‹ÕU2 measured with PIV „— —… and LDV „ … at flow
rates of Qd „left … and 0.25Qd „right …. „a… r ÕR2Ä0.50, „b… r ÕR2
Ä0.75, „c… r ÕR2Ä0.98.

Fig. 20 Blade-to-blade distributions of the turbulence inten-
sity TuÄAk 2DÕU2 measured with PIV „— —… and LDV „ … at
flow rates of Qd „left … and 0.25Qd „right …. „a… r ÕR2Ä0.65, „b…
r ÕR2Ä0.90, „c… r ÕR2Ä0.98.
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second of the six passages. A large recirculation cell blocked the
inlet to the stalled passage while a strong relative eddy dominated
the remaining parts of the same passage, causing backflow along
the blade pressure side at large radii. In between the stalled pas-
sages, unstalled passages characterized by relatively well-behaved
flow persisted. A quantitative study of blade-to-blade flow distri-
butions was performed, providing additional insight into local
flow features. Among other features, the strength of the inlet stall
cell leading to a reduced through-flow in passageB was revealed.

The detected ‘‘two-channel’’ stall phenomenon was steady and
nonrotating. This is possibly due to the even number of passages
that enables a stable equilibrium mode between the forces acting
on the stall cells, and subsequently locks their circumferential
positions within the impeller. Furthermore, the stall was not initi-
ated via the interaction with any stationary components such as a
diffuser vane. In these respects, the phenomenon differs from the
periodic unsteadiness of the relative flow known as rotating stall,
which typically moves in the direction of rotation at a lower speed
than that of the impeller.

Comparisons of PIV and LDV mean data showed a satisfactory
agreement, although some discrepancies were observed, partly
due to differently sized measurement volumes and seeding par-
ticles. Overall, however, the comparative study demonstrated that
flow statistics calculated by ensemble averaging a large number of
instantaneous PIV samples have the potential of providing accu-
racies comparable to LDV. A significant advantage of using the
PIV technique over LDV in turbomachinery is the considerably
reduced run times and the additional ability to identify instanta-
neous spatial flow structures. The present experimental data base
may be used as a means for validating CFD simulations and tur-
bulence models. This is demonstrated in the second part of this
paper, Byskov et al.@12#.
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Nomenclature

b 5 impeller height, m
f 5 impeller rotational frequency,f 5v/2p, Hz

C 5 absolute speed, m/s
D 5 impeller diameter, m
H 5 head, m
n 5 rotational speed, rpm~revolutions per minute!

Ns 5 specific speed,Ns5nQd
1/2/(Hd)3/4

Q 5 flow rate, m3/s
r 5 radius, m
R 5 impeller radius, m

Re 5 Reynolds number, Re5U2D2 /n5pfD2
2/n

Ro 5 Rossby number, Ro5u^W&u/vRb
Tu 5 turbulence intensity,Tu5Ak2D/U2
U 5 circumferential velocity, m/s
W 5 relative speed, m/s
F 5 flow coefficient,F5Q/A2U25Q/4f b2p2R2

2

C 5 head coefficient,C5gH/U2
2

Subscripts

1 5 impeller inlet
2 5 impeller outlet
d 5 design load conditions
r 5 radial component
t 5 tangential component

Acronyms

PS 5 pressure side
SS 5 suction side
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Flow in a Centrifugal Pump
Impeller at Design and Off-Design
Conditions—Part II: Large Eddy
Simulations
The flow field in a shrouded six-bladed centrifugal pump impeller has been investigated
using large eddy simulation (LES). The effect of the subgrid scales has been modeled
through a localized dynamic Smagorinsky model implemented in the commercial CFD
code FINE/Turbo. A detailed analysis of the results of LES at design load, Q5Qd , and
severe off-design conditions, at quarter-load Q50.25Qd , is presented. At design load
LES reveals a well-behaved flow field with no significant separation. At quarter-load
significant differences between adjacent impeller passages are revealed. A steady nonro-
tating stall phenomenon is observed in the entrance of one passage and a relative eddy
develops in the remaining part of the passage. The stall unblocks the adjacent passage
which exhibits a flow dominated by rotational effects. Velocities predicted by LES and
steady-state Reynolds averaged Navier-Stokes (RANS) simulations based on the Baldwin-
Lomax and Chien k-« turbulence models are compared with experimental data obtained
from particle image velocimetry (PIV). The complex two-channel phenomena observed
by LES is with satisfactory agreement confirmed by PIV. However, it is found that the
two RANS models do not reproduce the stall phenomenon observed at quarter-
load and are incapable of detecting the differences between the two passages.
@DOI: 10.1115/1.1524586#

1 Introduction
The traditional approach to the hydraulic design of pumps is

based on steady-state theory and depends on empirical methods,
and the combination of systematic model testing and engineering
experience. This approach has come a long way in producing
efficient and reliable pumps. The flow field in centrifugal pumps,
which is influenced by system rotation and curvature, is highly
turbulent and unsteady, and due to separation and recirculation
very complex. Further improvements of performance for design
and off-design operating conditions will be extremely difficult
with traditional steady-state methods, because it will depend more
on controlling complex physical phenomena such as boundary
layer separation, vortex dynamics, interactions between rotating
and stationary components, vibrations and noise, etc. These un-
steady phenomena are not predictable with the conventional
steady simulation approach and extremely difficult to measure in-
side physical models. In order to improve the accuracy of the
numerical simulations and to be able to analyze and understand
more thoroughly the flow in centrifugal pumps, it is essential to
advance from a steady state to an unsteady simulation technique.
In this context a promising alternative or supplement to standard
Reynolds averaged Navier-Stokes~RANS! turbulence modeling is
large eddy simulation~LES!.

LES has hitherto primarily been an academic research tool used
for analyzing simpler flows, e.g., mixing layers,@1#, flow over flat
or curved plates,@2–4#, and channel flows,@5–7#, or to study the
details of the numerical methods, e.g., development of new
subgrid-scale models@8–10#, discretization schemes@11#, or mesh
structures@12,13#. Little work has been done in the field of LES
for industrial applications of practical importance and in particular

on pump flows. In industrial applications the smallest resolved
scales are typically orders of magnitude larger than those seen so
far in classical LES. Therefore some scepticism exists on the ma-
turity of present methods and it is necessary to investigate the
limitations of the classical LES approach. It is, however, found
that the present state of LES, using simple eddy-viscosity subgrid-
scale models in combination with second-order numerical meth-
ods, can predict main trends for some industrial problems, and
give an interesting insight into the flow dynamics in a subdomain.
A few examples related to the present work can be found in lit-
erature. Eggels@14# investigated the impact of a mechanical im-
peller on the turbulent flow field in a baffled stirred tank reactor
using the Smagorinsky model and found good agreement with
experimental data. Revstedt et al.@15# performed LES on a simi-
lar test case using an implicit model also with promising results.
LES of the flow through the spiral casing, impeller, and exit sec-
tion of a Francis turbine system at different operating conditions
have been conducted by Chen and Song@16,17# giving first an
insight into the flow field present in each unit separately and later
also taking into account the mutual interaction between the rotat-
ing and stationary parts. Kato et al.@18# presented the first
achievements of LES of the flow in a complete stage of a mixed
flow pump at 60 and 100% design flow. Again the Smagorinsky
model was used. For both operating conditions the unsteady fluid
forces on the impeller agreed well with measured values. Re-
cently, Jang et al.@19# have performed LES and LDV of the vor-
tical flow field in a propeller fan and showed that the vortex struc-
tures, the tip vorteses, the leading edge separation vortex, and the
tip leakage vortex, were all simulated correctly in the LES when
comparing with LDV.

The main problem in the integration of LES as an industrial
analysis tool is that the methodology is not established as a stan-
dard commercial CFD tool. In order to demonstrate the potential
of LES for gaining improved insight into the fluid dynamics of
centrifugal pump flows, the objectives of the present work have
been,@20,21#,
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• to make LES available for numerical investigations of the
flow in centrifugal pumps through the implementation of LES
in a commercial CFD code tailored for turbomachinary and a
subsequent validation of the implementation,

• to provide detailed flow field analysis of the flow inside a
centrifugal pump impeller at design and off-design condi-
tions, and

• to perform a comparative study of the contributions and ac-
curacy achieved from LES and standard RANS turbulence
modeling through comparison with experimental data.

Within this work LES has been implemented in the commercial
CFD code FINE/Turbo and validated for plane and rotating chan-
nel flow, @21#. This paper presents the first results from simula-
tions of the flow field in an industrial centrifugal pump impeller. A
complete discussion is given in Byskov@20#. In Section 2 the
numerical solution technique employed in the present work is pre-
sented. Section 3 introduces the actual impeller under investiga-
tion and describes how it has been modelled numerically. The
results of the simulations are presented and discussed in Section 4,
including a thorough comparison with results from standard
RANS simulations based on the Baldwin-Lomax@22# and Chien
k-« @23# turbulence models as well as with experimental data
obtained from particle image velocimetry~PIV!. Conclusions
based on the comparative study are drawn in Section 5. In Part I
of this paper, Pedersen et al.@24# describes in detail the experi-
mental apparatus and technique.

2 Numerical Solution Technique

2.1 Governing Equations. As opposed to traditional LES
codes, which are often tailored for analysing simpler flows, the
use of a commercial CFD code such as FINE/Turbo poses no
geometrical restrictions and is thus applicable for simulating the
flow in a complex geometry as a centrifugal pump impeller.

FINE/Turbo is a well-established finite volume Navier-Stokes
solver based on solving the three-dimensional compressible con-
tinuity, Navier-Stokes, and energy equations,@25#. The convective
fluxes are treated through a second-order central Jameson scheme,
@26#, with second and fourth-order scalar dissipation. In the
present work the second-order term is turned off and the fourth-
order dissipation is determined through the coefficientk (4)

50.001. This is two orders less than the default value ofk (4)

50.1. However, the adjustment ofk needs further research. A
pseudo-compressibility method and a second-order dual-time-
stepping procedure implemented by Hakimi@27# allows for simu-
lating incompressible unsteady flows.

Since the flow under investigation can be assumed to be incom-
pressible and isothermal, the energy equation is not considered
and the governing equations utilized in the present work are hence
the unsteady preconditioned continuity and Navier-Stokes equa-
tions given by
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whereb is a preconditioning parameter,pg the gauge pressure,
and Bi the source term vector including the effects of system
rotation. t is the physical time andt the pseudo time introduced
due to the dual-time-stepping. During each physical time-step an
explicit fourth-order Runge-Kutta scheme is used for advancing
Eqs.~1! and ~2! in pseudo time.

As the flow is influenced by the rotation of the impeller Eq.~1!
and ~2! are formulated in a relative frame of reference. This is
allowed when the two inertia forces; the Coriolis force,fC5
22r(v3W), and the centrifugal force,fc52rv3(v3r ), are

added to the source term vectorBi as compensation. The relative
velocity W is the velocity experienced by an observer rotating
with the impeller,v is the angular velocity of the impeller andr
is the position vector.

The absolute velocityC is computed by vectorial addition of
the local circumferential impeller speed to the relative velocity,
C5W1U.

2.2 Large Eddy Simulation „LES…. The basic philosophy
in LES is, through the introduction of a filter length, to separate
large eddies from small eddies. The three-dimensional time-
dependent large-scale turbulent motion is resolved directly and the
effect of the unresolved~or subgrid! scales is taken into account
through appropriate subgrid-scale~SGS! models. The large scales
in a turbulent flow are generally more energetic than the small
scales and their size and strength make them the most effective
transporter of conserved properties. The small scales are usually
weaker, and provide little transport of these quantities. Hence the
approximation of LES, which treats the large eddies more exactly
than the small ones, is justified. Since only the smaller scales,
which can be assumed to be isotropic, are modeled in LES, the
SGS models applied can be simpler than similar models for the
RANS equations.

In order to numerically define the large-scale field the idea of a
traditional Reynolds decomposition is followed as shown in Eq.
~3!

f 5 f̄ 1 f 8, (3)

wheref is any flow variable, scalar or vectorial,f̄ is the resolved
large-scale component andf 8 the subgrid-scale component due to
spatial fluctuations of the unresolved scales. Applying the filter in
Eq. ~3! to the governing equations in Eqs.~1! and~2! in a manner
analogous to the time averaging in the RANS approach, one
achieves the filtered equations, Eqs.~4! and ~5!, describing the
behavior of the large scales,
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]ū j

]xi
D G1Bi , (5)

where nsgs is the subgrid-scale viscosity introduced due to the
nonlinearity of the convective term.nsgsaccounts for the effect of
the small unresolved scales on the large resolved scales. The over-
bars indicate the spatial filtering which in the present finite vol-
ume approach is implicitly represented through the numerical dis-
cretization.

2.3 Subgrid-Scale Modeling. In the few large eddy simu-
lations of turbomachinary flows which have appeared in literature,
@16–18#, the Smagorinsky model has been employed. In the
present work different eddy viscosity SGS models have been
implemented in FINE/Turbo,@21#, and plane and rotating channel
flow simulations have revealed a superiority of the localized dy-
namic Smagorinsky model of Piomelli and Liu@9#, which has
therefore been employed. The SGS viscositynsgs is given by

nsgs5CD2uS̄i j u, (6)

whereC is a model parameter,D a filter length related to the local
cell volumeD5V1/3, andS̄i j is the strain rate tensor based on the
filtered velocities. The advantage of dynamic models is the dy-
namic computation of the model parameterC which need there-
fore not be specified a priori. In the present localized dynamic
Smagorinsky model,@9#, the model parameterC is computed from
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C52
~Li j 22C* b i ĵ !a i j

2a i j a i j
(7)

whereLi j 5ūi ū ĵ2uC iuC j , b i j 5D2uS̄i j uS̄i j and a i j 5D̂2uSC i j uSC i j . C*
is a known estimate ofC found from a first-order extrapolation of
C from previous time-steps and I indicates spatially double filter-
ing over a volume of the sizeD̂52D. The SGS model is referred
to as ‘‘localized’’ as it does not require averaging of the model
parameterC in directions of homogeneity.

From Eq.~7! it is seen thatC and consequently alsonsgs can
become negative. This is interpreted as an ability to predict back-
scatter. For reasons of stability the SGS viscosity has, however, in
the present simulations been constrained to be non-negative. Fur-
ther, an upper constraint limiting the model parameter to be less
than 1.0 has shown necessary. With these simple constraints the
model remains stable even at high Reynolds numbers.

3 Impeller Model

3.1 Pump Impeller. The impeller under investigation is a
shrouded, low specific-speed pump impeller representing the ro-
tating part of an industrial multistage pump as shown in Fig. 1,
@28#. This pump type is typically applied for water distribution
and pressure boosting in industry and agriculture.

The pump is designed to operate at a flow rate ofQd
53.06 l/s and provides at design load a pressure rise in a single
stage equivalent to a head ofHd51.75 m. Figure 2 shows the
performance curve for a single stage. Simulations at design load
Q5Qd and at severe off-design loadQ50.25Qd are performed.
The predicted static pressure rise over the impeller is also shown
in Fig. 2 and illustrates that 85–95% of the total pressure rise
develops in the impeller and only a smaller part of the pressure
rise is due to a transformation of dynamic to static pressure in the
stationary parts. This corresponds to what is normally observed.

The geometry of the impeller under investigation is seen in Fig.
3. The impeller has an outer diameter of 190 mm and six simple
curvature backswept blades with blunt leading and trailing edges.
The Reynolds number typically used for pumps is based on the
outer dimensions of the impeller, Re5U2D2 /n, and is for the im-
peller under study of the order Re51.43106 and thus very large
in the context of LES. More relevant, however, when investigating
the local flow behavior, is to base the Reynolds number on the
local radial velocity and the blade height, Re5Wrb1 /n. In this
case, the Reynolds number is only Re'1.53104 at design load.
The main geometrical data of the impeller and the operating con-
ditions are summarized in Table 1.

3.2 Numerical Model. When modeling the impeller nu-
merically, ideally all six impeller passages should be included in
order to simulate the true flow field and detect any asymmetry of
the flow. However, most numerical simulations of the flow field in
turbomachines take advantage of the geometrical symmetry of the
impeller and simulates one impeller passage only, e.g.,@29–31#.
The experimental work, described in Part I of this paper,@24#, has
at quarter-load revealed a pronounced correlation between every
second of the six impeller passages. Modeling only one impeller
passage would not allow to predict this phenomenon and conse-
quently provide an inaccurate flow field. However, the experi-
ments justifies modeling only two of the six passages, which still
provides a significant reduction of the computation domain, which
is shown in Fig. 4.

Keeping the computational effort at a realistic level compared
to the available computer power, a mesh of totally 385,000 cells
with roughly 150,000 cells in each impeller passage has been
utilized. The grid stretching factor has been chosen to allow the
first cell point to be located 1–5mm off the surface corresponding
to local y1 values less than 5.0 in average. The main characteris-
tics of the mesh are listed in Table 2 and a cross-sectional view is

Fig. 1 Two stages of an industrial multistage pump with the
shrouded centrifugal pump impeller under study, †28‡

Fig. 2 Performance curve for a single stage of the multistage
pump under investigation. The pump design point is marked by
* , and s shows the static pressure rise predicted in the LES
simulations.

Fig. 3 Blade-to-blade „left … and meridional „right … view of the
impeller under investigation, †28‡. The circles indicate radii of
comparison with experimental data. PS and SS refers to the
blade pressure side and suction side, respectively.
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seen in Fig. 5. Kato et al.@18# utilized a total of 850,000 mesh
points for a LES of an inlet section, all passages in a mixed flow
impeller and a double-volute casing, and Jang et al.@19# utilized
1.3 million cells for simulating a full propeller fan which gave
y1,2.5 along the walls. In this context the current mesh appears
to be fairly fine. However, the sensitive subject of mesh indepen-
dence has not been examined.

Boundary Conditions. As opposed to RANS simulations,
where the specification of a mean profile and a turbulent intensity
is normally sufficient, specifying turbulent inflow conditions in
the context of LES is a general matter of concern. Due to diffi-
culties of setting up realistic turbulent inflow conditions in indus-
trial applications, often only the mean profile is imposed, hoping
that turbulence will develop due to interaction with the geometry.
This approach has been utilized by both Song et al.@16# and Kato
et al. @18# for large eddy simulations of the flow in a Francis
turbine and a mixed flow pump, respectively.

As LES resolves the turbulent structures it is important to in-
troduce turbulence associated with coherent structures through the
inflow boundary. A straightforward approach is to superimpose

random fluctuations on a mean velocity profile as done by David-
son and Nielsen@32#. While turbulence fluctuations are easily
generated with a random method, the correlation between indi-
vidual velocity components and the correlation in time is zero and
the inflow velocity profiles are therefore not associated with orga-
nized turbulence motion, neither in space or time. In this context
the development of turbulent structures requires an excessively
long inlet section. Lund et al.@33# provides an overview of exist-
ing inflow generation techniques.

Balaras and Piomelli@34# concluded that the most realistic type
of inflow condition available is extracting inflow velocities from
an auxiliary simulation. This approach has been utilized. Simula-
tion of a fully developed turbulent channel flow at Re52900,@21#,
has allowed for the creation of a database consisting of a time
series of 4000 spatially and temporally correlated velocity fields.
At each time-step the velocity field in a plane is extracted from the
database and applied as inflow conditions to the impeller. Due to
geometrical differences the profiles have been mapped from a
rectangular to a annular cross section and as the Reynolds num-
bers are significantly different, the velocities have been scaled
according to the mass flow requirements. Naturally, these manipu-
lations introduce some deformations of the turbulent structures,
however, this approach is still believed to be far superior to the
random fluctuation method.

Table 1 Impeller geometry and operating conditions

Fig. 4 Computational domain of the impeller. For reasons of
visualization the shroud is not shown.

Table 2 Characteristics of the mesh structure, boundary con-
ditions, and numerical setup of the simulations

Fig. 5 Cross-sectional view of mesh structure in the impeller
mid-height
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The other boundary conditions are similar to what is imposed in
standard RANS simulations; At the impeller outlet a uniform pres-
sure is prescribed, thereby not imposing any restrictions on the
velocities. Figure 4 illustrates how the axial height of the section
after the impeller blade has been decreased in order to keep the
outlet area constant. This prevents problems with flow reversal
over the outlet boundary. A no-slip condition is utilized on the
solid walls which are rotating with the same angular velocity as
the impeller. Periodic boundaries are utilized in the circumferen-
tial direction and will be seen to ensure a smooth connection in
this direction. An overview of the boundary conditions is given in
Table 2.

Numerical Setup. During each physical time-step,t, the sys-
tem of preconditioned equations, Eqs.~4! and ~5!, is solved by
advancing in pseudo-time,t. The stability of the advancement in
pseudo-time is determined by a fourth-order Runge-Kutta ad-
vancement where the maximum stable CFLt number has shown to
be 3.

The convergence rate necessary for each physical time-step to
ensure a converged solution has been investigated for a turbulent
channel flow,@21#. This investigation has revealed that a conver-
gence of 0.75 orders within each physical time-step is sufficient
for the continuity equation. From Fig. 6 it is seen that utilizing
100 pseudo time-steps within each physical time-step satisfies this
requirement with a convergence rate from 1024.2 to 1025.0. This
gives rise to the characteristic sawtooth pattern. Within 100
pseudo time-steps the momentum equation converges approxi-
mately one order.

In order to resolve the real temporal variations of the flow the
time-step has been adjusted tot55.031023 s which ensures an
average CFLt number based on physical time less than 1.0. This
time-step is equivalent to 160 time-steps per impeller revolution.

As initial conditions, a steady-state Baldwin-Lomax solution at
50 percent of design load has been used. With the turbulent inflow
conditions described above, the flow field at both design load and
quarter-load have developed for 2000 time-steps, equivalent to 12
revolutions. Time-averaged quantities have in both simulations
been computed during 2000 additional time-steps. No significant
differences in the mean flow profiles and the distribution of tur-
bulent kinetic energy have been observed between averages based
on 1000 and 2000 time-steps. As the flow field is statistically
stable the averaging period of 2000 time-steps has therefore been
found sufficient to stabilize these lower-order statistics.

The simulations have been performed on a single Alpha EV6
500 MHz processor of a COMPAQ AlphaServer DS20 situated at

the Danish Computer Center, UNI-C, located at the Technical
University of Denmark. The required CPU time has been about 14
minutes per physical time-step resulting in a total CPU time of
about 960 hours for one operating condition. Table 2 summarizes
the numerical setup.

4 Results and Discussion
The LES results of the flow field in the impeller are analyzed in

the following. To ease the discussion it has shown advantageous
to distinguish between the two impeller passages modeled, which
are denoted passageA and B. For reasons of presentation the
results have been replicated and rotated 120 deg and 240 deg,
thereby covering the entire impeller.

4.1 Flow Field at Design Load. Figure 7 shows the time-
averaged relative vector field at design load. The rotation sense is
counterclockwise. It is seen that the flow follows the curvature of
the impeller blades in the predominant part of the impeller pas-
sage and no significant separation occurs. In agreement with po-
tential theory,~see, e.g., Stepanoff@35#! the flow in the inlet sec-
tion is displaced towards the suction side. Along the blade suction
side both passages,A and B, experience the development of a
low-velocity zone atr /R250.6. This could be interpreted as being
the development phase of a jet-wake structure as reported by other
investigators,@36,37#. However, at the outer radius the low-
velocity zone is suppressed and a nearly uniform velocity profile
across the impeller outlet has developed.

Figure 8 shows the radial velocity in hub-to-shroud sections in

Fig. 6 Convergence history in dual-time-stepping procedure
for the continuity equation „upper curve … and z-momentum
equation „lower curve … at design load

Fig. 7 Time-averaged velocity field ŠW̃‹ in the impeller mid-
height, zÕb 2Ä0.5. „QÕQdÄ1.0…

Fig. 8 Time-averaged radial velocity, ŠWr‹ÕU2 at positions of
constant radius. r ÕR2Ä0.5 „top … and r ÕR2Ä0.95 „bottom ….
„QÕQdÄ1.0….

Journal of Fluids Engineering JANUARY 2003, Vol. 125 Õ 77

Downloaded 03 Jun 2010 to 171.66.16.152. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the two passages. In the inlet section,r /R250.5, the effect of
axial-to-radial curvature is evident. High momentum fluid is con-
centrated in the hub-suction side corner. Atr /R250.95, the blade
pressure surface is not covered by the suction side of the adjacent
blade. As indicated in Fig. 8 and known from the literature,
@38,39#, this causes an increase in the velocity along the pressure
side and a decrease on the suction side, resulting in an unloading
of the blade.

The flow in the two adjacent passages is found to be similar,
revealing no significant circumferential variations at design load
conditions.

4.2 Flow Field at Quarter-Load. The time-averaged vector
field at quarter-load is seen in Fig. 9 and shows a substantial
departure from the well behaved nonseparated flow observed at
design load.

In passageA the low-velocity zone along the suction side ob-
served at design load has turned into a distinct zone of recircula-
tion. A close analysis of the flow approaching the impeller passage
reveals that the flow initially follows the curvature of the impeller
blade along both suction and pressure side in passageA. The
recirculation is thus seen as a consequence of an alteration in the
Rossby number, which determines the relationship between the
centrifugal force due to curvature of the blade-to-blade section
and the Coriolis force, Ro5uWu/vRb . Rb570 mm is the constant
curvature radius of the blades. The highest Rossby number occurs
at the inlet and is Ro'0.4 but reduces rapidly to Ro'0.2 in the
dominant part of the impeller passage. At design load Ro'0.6 in
the dominant part of the passage. This indicates that the flow field

in the blade-to-blade plane is mostly dominated by rotational ef-
fects. This was also observed in the impeller investigated by
Abramian and Howard@40#.

It is apparent from Fig. 9 that a significantly different flow field
is present in passageB. This passage is largely dominated by a
flow field associated with stall. A significant recirculation zone
along 30 percent of the blade suction side is observed which ef-
fectively blocks the entrance to passageB and apparently un-
blocks passageA. In contrast to observations in literature,@41,42#,
the stall is stationary and nonrotating and not initiated due to
interaction with stationary components. Due to the stall in passage
B and the subsequent blocking, a minimal throughflow exists.
Hence, Fig. 9 illustrates the formation of a relative eddy covering
the remaining part of the passage; high positive values of the
relative velocity along the blade suction side and flow reversal
along the dominant part of the blade pressure side.

The distortion of the flow field becomes further evident from
the velocities in the hub-to-shroud sections shown in Fig. 10.

In the entry section of the passages atr /R250.5 the reversed
flow along the suction side of passageA and both pressure and
suction side in passageB is found to fill the entire passage height.
In passageB flow reversal near the exit atr /R250.95, due to the
relative eddy, is seen to cover more than 50 percent of the passage
height along the pressure side and it is apparent that the through-
flow in passageB is minimal.

4.3 Turbulence Fluctuations. Figure 11 shows instanta-
neous samples of the deviation from the time-averaged velocity

Fig. 10 Time-averaged radial velocity, ŠWr‹ÕU2 at positions of
constant radius. r ÕR2Ä0.5 „top … and r ÕR2Ä0.95 „bottom ….
„QÕQdÄ0.25….

Fig. 11 Sample instantaneous velocity derivation from the
time-averaged velocity, W̃ÀŠW̃‹, in the impeller mid-height,
zÕb 2Ä0.5. QÕQdÄ1.0 „top … and QÕQdÄ0.25 „bottom ….

Fig. 9 Time-averaged velocity field ŠW̃‹ in the impeller mid-
height, zÕb 2Ä0.5. „QÕQdÄ0.25…
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profiles discussed above. The deviations give evidence of a highly
fluctuating flow field superimposed with eddy structures. Due to
the relatively coarse mesh only the larger eddy structures of the
true turbulent flow are captured. It is seen that the level of the
fluctuations increase as the flow rate decreases and the intensity
associated with the stall phenomenon in passageB is apparent.

A qualitative measure of the velocity fluctuations is the con-
tours of the turbulence intensity Tu5100Ak/U2 seen in Fig. 12. A
significant portion of the flow at design load is characterized by
turbulence levels lower than 3%, indicating a relatively stable
flow. As noted by Ubaldi@39# from investigations of an un-
shrouded impeller, this low level indicates the presence of a po-
tential flow core at design load. Decreasing the flow rate causes an
increase in the turbulent intensity. As far as magnitude is con-
cerned the intensity at quarter-load is almost twice the magnitude
at design load with an average of around 5%. The stall phenom-
enon in passageB is observed to be associated with high turbu-
lence activity. Also the strong reversed flow from the relative eddy
in the outlet region of passageB gives rise to significant turbu-
lence intensity of more than 10%.

4.4 Subgrid-Scales „SGS… Model Behavior. The time-
averaged SGS viscosity is shown in Fig. 13. A qualitatively dif-
ferent distribution of the viscosity is revealed compared to the
smooth distribution generally achieved in RANS simulations and,
with an average ofnsgs/n close to 1.0 at design load and 1.2 at
quarter-load, the level is significantly lower. This corresponds to
that LES models only the smallest turbulent scales whereas RANS
models the entire turbulent spectrum.

The main advantages of the dynamic localized Smagorinsky
model @9# is an implicit and dynamic computation of the model
parameterC, circumventing a priori specification. Figure 14

Fig. 13 Time-averaged SGS viscosity nsgs Õn in the impeller
mid-height at zÕb 2Ä0.5. QÕQdÄ1.0 „top … and QÕQdÄ0.25 „bot-
tom ….

Fig. 12 Turbulence intensity Tu Ä100Ak ÕU2 in the impeller mid-
height at zÕb 2Ä0.5. QÕQdÄ1.0 „top … and QÕQdÄ0.25 „bottom ….

Fig. 14 Time-averaged model parameter C in the impeller mid-
height at zÕb 2Ä0.5. QÕQdÄ1.0 „top … and QÕQdÄ0.25 „bottom ….
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Fig. 15 Radial „top … and tangential „bottom … velocities in the impeller mid-height, zÕb 2Ä0.5, at radial
positions of r ÕR2Ä0.5 „left … and r ÕR2Ä0.9 „right …. ——LES, – – – Baldwin-Lomax, " " " Chien k -« and
s PIV, †24‡. For PIV only every third data point is shown in order to avoid crowding. „QÕQdÄ1.0.….

Fig. 16 Radial „top … and tangential „bottom … velocities in the impeller mid-height, zÕb 2Ä0.5, at radial posi-
tions of r ÕR2Ä0.5 „left … and r ÕR2Ä0.9 „right …. ——LES, – – – Baldwin-Lomax, " " " Chien k -« and s
PIV, †24‡. For PIV only every third data point is shown in order to avoid crowding. „QÕQdÄ0.25….
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shows the time-averaged model parameter. An expected correla-
tion between the model parameterC and the SGS viscosity in Fig.
13 is revealed. Significant areas of negativeC are present, illus-
trating that the SGS model would predict backscatter had the SGS
viscosity not been constrained to be non-negative. From the range
of the model parameter it is evident that the constraint, specifying
uCu,1, is not dominating. Generally, the model parameter is seen
to vary strongly in the domain with averages equivalent to Sma-
gorinsky constants ofCs50.06 andCs50.09 at design load and
quarter-load, respectively. A difference of 33%, even on the aver-
aged values, emphasize the difficulty of specifying the model pa-
rameter a priori. This study also reveals that the model parameter,
if computed dynamically, will exhibit a very complex behavior.

4.5 Comparison with Reynolds-Averaged Navier-Stokes
„RANS… and Experiments. In order to evaluate the achieve-
ments of LES relative to standard RANS turbulence modeling the
LES results are compared to steady-state Chienk-« and Baldwin-
Lomax simulations, all performed on the same mesh. The basis of
this comparison is ensemble averaged PIV measurements con-
ducted by Pedersen et al. and presented in Part I of this paper,
@24#. As in LES, PIV provides instantaneous whole-field informa-
tion of the flow and can therefore be seen as the experimental
counterpart of LES.

Flow Field at Design Load. The radial and tangential veloci-
ties at design load are compared in Fig. 15 which shows the ve-
locities at radial positions ofr /R250.5 andr /R250.9. The gen-
eral impression is a satisfactory agreement between the numerical

and experimental data for all three simulations, though a detailed
analysis reveals a slightly more accurate prediction of the details
of the flow behavior in the LES simulation.

Due to the dominant effect of curvature in the inlet section the
velocity profiles are skewed towards the suction side atr /R2
50.5, see Fig. 15~left!, with a peak located around 80% of the
passage span for both the radial and tangential velocity. This trend
is seen to be predicted very accurately in LES whereas the two
RANS simulations predict flatter profiles.

Towards the outlet,r /R250.9, see Fig. 15~right!, the unloading
of the impeller blade is initiated. This results in increased veloci-
ties along the blade pressure side. LES predicts, in agreement with
measurements, radial velocities with equal peaks at pressure and
suction side and the lowest value near mid span. Experimentally,
nearly uniform tangential velocities are detected at this radius.
Except from some discrepencies at the suction side the LES simu-
lation confirms this also. Both RANS simulations predict a stron-
ger influence of the unloading and, thus, almost a linear decrease
from pressure to suction side in both radial and tangential veloci-
ties.

Flow Field at Quarter-Load. At quarter-load the above dis-
cussion has revealed that LES predicts a flow field that differs
substantially in the two passages. From Fig. 16 this is seen to be
confirmed by the PIV measurements.

In the inlet section,r /R250.5, see Fig. 16~left!, the PIV mea-
surements reveal velocity profiles in passageA skewed towards
the suction side. Contrary to this, LES predicts profiles displaced
to the pressure side. This remarkable difference is mainly attrib-
uted to the influence of prerotation. Especially at partial load the
rotation of the impeller generates upstream vorticity which, com-
bined with the effect of leakage flow, cause a substantial swirl in
the inlet velocity profile. In the experiments it has not been pos-
sible to meassure the extent of the inlet swirl. It has therefore been
disregarded in the simulations, but is here seen to have a signifi-
cant influence on the inflow.

In passageB the stall phenomenon is evident in the velocity
profiles obtained by LES and PIV showing substantial variations
across the passage span atr /R250.5. The radial and tangential
velocities illustrate reversed flow along the suction side and LES
and PIV are seen to agree on the location and the size of the peak.
In the mid-passage positive radial velocities feeding the recircu-
lation are present. The peak in the radial velocity predicted by
LES is slightly displaced towards the suction side giving room for
a small counterrotating eddy at the pressure side. This eddy is,
however, not observed experimentally. In contrast to these find-
ings the two RANS simulations predict identical and non-
separated flows in the both passages and do not capture the com-
plex stall phenomena.

At r /R250.9, see Fig. 16~right!, both the LES and PIV radial
velocity profiles are observed to become relatively flat in passage
A. In passageB the LES and PIV radial velocities give evidence of
the relative eddy with positive velocities along the suction side
and reversed flow along the pressure side. The Chienk-« model is
observed to predict the variation in the radial velocity in passage
B, however, flow reversal is predicted also in passageA instead of
a uniform profile. The Baldwin-Lomax model is seen to predict
substantial deviations from measurements in both passages. The
variations between the three simulations and the PIV data are
relatively larger when analysing the tangential velocities, though
LES and PIV agree on the velocity variation in the majority of
passageB.

The quantitative comparison given above is in Fig. 17 supple-
mented by a comparison of the vector field at radial positions of
r /R25$0.50,0.65,0.75,0.90%, thereby giving an impression of the
entire flow field obtained by LES and PIV. The comparison of
LES and PIV illustrates that a flow field which is significantly
different in the two passages is present. In passageA a relatively
well-behaved nonseparated flow is observed in both LES and PIV.
The discrepancies are due to inlet prerotation in the experiments,

Fig. 17 Velocity field ŠW̃‹ in the impeller mid-height, zÕb 2
Ä0.5, given at radial positions of r ÕR2Äˆ0.50,0.65,0.75,0.90‰.
Computed using LES „top … and measured using PIV „bottom ….
„QÕQdÄ0.25….
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as discussed previously. In passageB the stall in the inlet section
is evident and both LES and PIV shows substantial velocity varia-
tions across the passage span atr 50.5. Also the relative eddy
developing in the remaining part of passageB is clearly present in
both LES and PIV.

In summary, LES is at quarter load seen to predict deviations
from measurements in the inlet section of passageA which are
attributed to differences in the inlet conditions. In passageB, how-
ever, LES predicts the nonrotating stall in the inlet and relative
eddy in the remaining part of the passage with a satisfactory ac-
curacy. Though the Chienk-« model do predict flow reversal
along the pressure side for larger radii it is evident that neither the
Chienk-« nor the Baldwin-Lomax models capture the stall phe-
nomenon in passageB.

5 Conclusion
The flow field in a centrifugal pump impeller has been investi-

gated at design load and quarter-load using LES.
At design load the large eddy simulation reveals a well-behaved

flow dominated by curvature, causing a displacement of the flow
towards the hub-to-suction side in the inlet section. The differ-
ences between the two impeller passages modelled are found to be
negligible. Decreasing the flow rate to 25% of design load, sig-
nificant differences are revealed between the two adjacent impel-
ler passages. One passage is dominated by rotational effects caus-
ing high velocities along the blade pressure side. The other
passage exhibits a highly separated flow field; in the entry section
a significant stall is observed, blocking the entry and as the
through-flow consequently is minimal, a relative eddy develops in
the remaining part of the passage. Unlike stall phenomena previ-
ously reported in literature the stall is steady, nonrotating, and not
initiated by interaction with stationary components.

The results from the LES simulations have been compared with
steady-state RANS simulations based on the Chienk-« and
Baldwin-Lomax turbulence model and the numerical achieve-
ments have been evaluated through comparison with PIV mea-
surements. The velocities predicted from LES compare favorably
with the experimental data which confirms the presence of a non-
rotating stall phenomena combined with a relative eddy. The two
RANS simulations are, however, not able to predict this complex
flow field.

It is thus found that using LES for analyzing the flow field in
centrifugal pumps provides an improved insight into the basic
fluid dynamic with a satisfactory accuracy compared to experi-
ments. Particularly at partial load where the flow is highly sepa-
rated the achievements of LES, as compared to Baldwin-Lomax
and Chienk-« models, are remarkable.

Overall the present LES approach, based on second-order accu-
rate numerical methods combined with eddy viscosity SGS mod-
els, shows considerable promise in increasing the insight and ac-
curacy obtained in the simulations of the flow in centrifugal
pumps.
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Nomenclature

b 5 impeller height, m
k 5 turbulent kinetic energy, m2/s2

n 5 rotational speed, rpm
r 5 radius, m
z 5 height from hub, m

C 5 model parameter
C 5 absolute velocity, m/s

CFL 5 Courant Friedrichs Lewy number, CFL5WDt/Dx
D 5 impeller diameter, m
H 5 head, m

Ns 5 specific speed,Ns5nAQ/H3/4, eng
Q 5 flow rate, l/s
R 5 radius, m

Rb 5 blade curvature radius, m
Re 5 Reynolds number, Re5U2D2 /n
Ro 5 Rossby number, Ro5uWuv/Rb
Tu 5 turbulent intensity, Tu5100Ak/U2
U 5 circumferential velocity, m/s
W 5 relative speed, m/s
F 5 flow coefficient,F5Q/A2U2
C 5 head coefficientC5gH/U2

2

Subscripts

1 5 inlet
2 5 outlet
d 5 design load conditions
r 5 radial component
t 5 tangential component

Acronyms

PS 5 pressure side
SS 5 suction side
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@15# Revstedt, J., Fuch, L., and Tra¨gård, H., 1998, ‘‘Large Eddy Simulations of the
Turbulent Flow in a Stirred Reactor,’’ Chem. Eng. Sci.,53~24!, pp. 4041–
4053.

@16# Song, Ch., and Chen, X., 1996, ‘‘Simulation of Flow Through Francis Turbine
by LES Method,’’XVIII IAHR Symposium on Hydraulic Machinary and Cavi-
tation, E. Cabrera, V. Espert, and F. Martinez, eds., Kluwer, Dordrecht, The
Netherlands,1, pp. 267–276.

@17# Chen, X., Song, Ch. C. S., Tani, K., Shinmei, K., Niikura, K., and Sato, J.,
1998, ‘‘Comprehensive Modeling of Francis Turbine System by Large Eddy
Simulation Approach,’’Hydraulic Machinary and Cavitation, H. Brekke, C. G.
Duan, R. K. Fisher, R. Schilling, S. K. Tan, and S. H. Winnoto, eds., World
Scientific, Singapore,1, pp. 236–244.

@18# Kato, C., Shimizu, H., and Okamura, T., 1999, ‘‘Large Eddy Simulation of
Unsteady Flow in a Mixed-Flow Pump,’’3rd ASME/JSME Joint Fluids Enge-
neering Conference, ASME, New York, pp. 1–8.

@19# Jang, C. M., Furukawa, M., and Inoue, M., 2001, ‘‘Analysis of Vortical Flow
Field in a Propeller Fan by LDV Measurements and LES—Part I: Three-

82 Õ Vol. 125, JANUARY 2003 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.152. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Dimensional Vortical Flow Structures,’’ ASME J. Fluids Eng.,123, pp. 748–
754.

@20# Byskov, R. K., 2000, ‘‘Large Eddy Simulation of Flow Structures in a Cen-
trifugal Pump Impeller. Part 1: Theory and Simulation of Pump Flow,’’ Ph.D.
thesis, Aalborg University, Institute of Energy Technology, Aalborg, Denmark.

@21# Byskov, R. K., 2000, ‘‘Large Eddy Simulation of Flow Structures in a Cen-
trifugal Pump Impeller. Part 2: Code Validation,’’ Ph.D. thesis, Aalborg Uni-
versity, Institute of Energy Technology, Aalborg, Denmark.

@22# Baldwin, B. S., and Lomax, H., 1978, ‘‘Thin Layer Approximation and Alge-
braic Model of Separated Turbulent Flow,’’AIAA Paper No. 78–257.

@23# Chien, Y. K., 1982, ‘‘Predictions of Channel and Boundary-Layer Flows With
a Low-Reynolds Number Turbulence Model,’’ AIAA J.,20~1!, pp. 33–38.

@24# Pedersen, N., Larsen, P. S., and Jacobsen, C. B., 2003, ‘‘Flow in a Centrifugal
Pump Impeller at Design and Off-Design Conditions—Part I: Particle Image
Velocity ~PIV! and Laser Doppler Velocimetry~LDV ! Measurements,’’ ASME
J. Fluids Eng.,125, pp. 61–72.

@25# Lacor, C., Alavilli, P., Hirsch, Ch., Eliasson, P., Lindblad, I., and Rizzi, A.,
1992, ‘‘Hypersonic Navier-Stokes Computations About Complex Configura-
tions,’’ Proceedings from First European CFD Conference, Ch. Hirsch, ed.,
Elsevier, Amsterdam,2, pp. 1089–1096.

@26# Jameson, A., Schmit, W., and Turkel, E., 1981, ‘‘Numerical Simulation of the
Euler Equations by Finite Volume Methods Using Runge-Kutta Time-Stepping
Schemes,’’AIAA Paper No. 81.1259.

@27# Hakimi, N., 1997, ‘‘Preconditioning Methods for Time Dependent Navier-
Stokes Euations. Application to Environmental and Low Speed Flows,’’ Ph.D.
thesis, Department of Fluid Mechanics, Vrije Universiteit, Brussel, Belgium.

@28# Grundfos A/S.WinCAPS Catalogue, 1997, Ver 7.0. Product No: 41260001
CR4-20/1.

@29# Hirsch, Ch., Kang, S., and Pointel, G., 1996, ‘‘A Numerically Supported In-
vestigation of the 3D Flow in Centrifugal Impellers—Part I: The Validation
Base,’’ ASME Paper No. 96-GT-151.

@30# Chriss, R. M., Hathaway, M. D., and Wood, J. R., 1996, ‘‘Experimental and
Computational Results From the NASA Lewis Low-Speed Centrifugal Impel-
ler at Design and Part-Flow Conditions,’’ ASME J. Turbomach.,118, pp. 55–
65.

@31# Muggli, F. A., Eisele, K., Casey, M. V., Gulich, J., and Schachenmann, A.,
1997, ‘‘Flow Analysis in a Pump Diffuser—Part 2: Validation and Limitations
of CFD for Diffuser Flows,’’ ASME J. Fluids Eng.,119, pp. 978–984.

@32# Davidson, L., and Nielsen, P., 1996, ‘‘Large Eddy Simulation of the Flow in a
Three-Dimensional Ventilated Room,’’Roomvent ’96, Fifth International Con-
ference on Air Distribution in Rooms, Yokohama, Japan,2, 161–168.

@33# Lund, T. S., Wu, X., and Squires, K. D., 1998, ‘‘Generation of Turbulent
Inflow Data for Spatially-Developing Boundary Layer Simulation,’’ J. Com-
put. Phys.,140, pp. 233–258.

@34# Baralas, N. Li. E., and Piomelli, U., 2000, ‘‘Inflow Conditions for Large-Eddy
Simulations of Mixing Layers,’’ Phys. Fluids,12~4!, pp. 935–938.

@35# Stepanoff, A. J., 1992,Centrifugal and Axial Flow Pumps. Theory, Design and
Application, 2nd Ed., Krieger, Melbourne, FL.

@36# Hajem, EL. E., Morel, R., Champange, J. Y., and Spettel, F., 1998, ‘‘Detailed
Measurements of the Internal Flow of a Backswept Centrifugal Impeller,’’9th
International Symposium on Applications of Laser, pp. 36.2.1–36.2.6.

@37# Liu, C. H., Vafidis, C., and Whitelaw, J. H., 1994, ‘‘Flow Characteristics of a
Centrifugal Pump,’’ ASME J. Fluids Eng.,116, pp. 303–309.

@38# Sinha, M., and Katz, J., 2000, ‘‘Quantitative Visualization of the Flow in a
Centrifugal Pump With Diffuser Vanes—Part I: On Flow Structures and Tur-
bulence,’’ ASME J. Fluids Eng.,122, pp. 97–107.

@39# Ubaldi, M., Zunino, P., and Ghiglione, A., 1998, ‘‘Detailed Flow Measure-
ments Within the Impeller and Vaneless Diffuser of a Centrifugal Turboma-
chine,’’ Exp. Therm. Fluid Sci.,17, pp. 147–155.

@40# Abramian, M., and Howard, J. H. G., 1994, ‘‘Experimental Investigation of the
Steady and Unsteady Flow in a Model Centrifugal Impeller Passage,’’ ASME
J. Turbomach.,116, pp. 269–279.

@41# Visser, F. C., and Jonker, J. B., 1995, ‘‘Investigation of the Relative Flow in
Low Specific Speed Model Centrifugal Pump Impellers Using Sweep-Beam
Particle Image Velocimetry,’’7th International Symposium on Flow Visualiza-
tion, Seattle, WA, pp. 654–659.

@42# Lenneman, E., and Howard, J. H. G., 1970, ‘‘Unsteady Flow Phenomena in
Centrifugal Impeller Passages,’’ J. Eng. Power,92, pp. 65–72.

Journal of Fluids Engineering JANUARY 2003, Vol. 125 Õ 83

Downloaded 03 Jun 2010 to 171.66.16.152. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Ranganathan Kumar
Lockheed Martin, Inc.,

One River Road,
Bin 109,

Schenectady, NY 12301

Thomas A. Trabold
General Motors,

Ten Carriage Street,
Honeoye Falls, NY

Effect of Pressure With Wall
Heating in Annular Two-Phase
Flow
The local distributions of void fraction, interfacial frequency, and velocity have been
measured in annular flow of R-134a through a wall-heated, high aspect ratio duct. High
aspect ratio ducts provide superior optical access to tubes or irregular geometries. This
work expands upon earlier experiments conducted with adiabatic flows in the same test
section. Use of thin, transparent heater films on quartz windows provided sufficient elec-
trical power capacity to produce the full range of two-phase conditions of interest. With
wall vapor generation, the system pressure was varied from 0.9 to 2.4 MPa, thus allowing
the investigation of flows with liquid-to-vapor density ratios covering the range of about
7 to 27, far less than studied in air-water and similar systems. There is evidence that for
a given cross-sectional average void fraction, the local phase distributions can be differ-
ent depending on whether the vapor phase is generated at the wall, or upstream of the test
section inlet. In wall-heated flows, local void fraction profiles measured across both the
wide and narrow test section dimensions illustrate the profound effect that pressure has on
the local flow structure; notably, increasing pressure appears to thin the wall-bounded
liquid films and redistribute liquid toward the edges of the test section. This general trend
is also manifested in the distributions of mean droplet diameter and interfacial area
density, which are inferred from local measurements of void fraction, droplet frequency
and velocity. At high pressure, the interfacial area density is increased due to the signifi-
cant enhancement in droplet concentration.@DOI: 10.1115/1.1524583#

Introduction
Annular two-phase flow is an area of active research because of

its practical importance in a wide variety of applications in the
chemical process and energy industries. From a scientific stand-
point, annular flow is a particularly challenging phenomenon, be-
cause of the separation of the liquid phase between the wall-
bounded film and dispersed droplets in the central gas core. The
complication of phase separation in annular flow leads to the need
for more sophisticated analyses and computations. The literature
contains plenty of adiabatic tests in air-water. However, because
of the attendant reliance on mathematical modeling, detailed ex-
perimental data in wall-heated high-pressure annular flow are re-
quired. The physical mechanisms and the physical models that
describe the complex interactions that occur in annular flow have
been discussed by Hewitt and Hall-Taylor@1# and Azzopardi@2#.
Important contributions have also been made in the area of en-
trainment, deposition, interfacial shear, and droplet size modeling
in annular flow by Hanratty and co-workers,@3–5#, and by
Kataoka and co-workers,@6,7#. These and numerous other papers
in annular flow modeling and measurements have been referenced
elsewhere,@2#.

Much of the data in the literature have been obtained in circular
tubes. High aspect ratio noncircular ducts have been used in many
applications including compact heat exchangers. While presenting
a clear optical access for fundamental experimentation, these ge-
ometries also present unique problems. Since the liquid film at the
edge has been known to be much thicker than that at the flat side,
the droplet breakup mechanism is nonisotropic, giving rise to
three-dimensional topography in narrow ducts. Our earlier paper,
@8#, provided an introduction to the measurement methods and
database in adiabatic annular flow, and presented void fraction and
droplet velocity distributions at 2.4 MPa in a narrow duct. These
data from the hot-film anemometer were further analyzed to ob-

tain the turbulence intensity,@9#, which was shown to increase
with increasing droplet diameter. We also presented new measure-
ments in adiabatic flow,@10#, to illustrate the effect of pressure on
flows with low surface tension and low liquid-to-vapor density
ratio. The measurements from these specifically designed experi-
ments at high pressures were used to validate the integrated ef-
fects of the annular flow models in a two-dimensional three-field
formulation,@11#.

In our earlier work@8–10#, the adiabatic annular flow was gen-
erated upstream of the test section to produce a desired cross-
sectional average void fraction. This methodology is consistent
with the majority of the work reported in the literature, in which a
two-phase mixture is introduced at the inlet, and the flow is con-
sidered to be fully developed after being transported over some
entrance length. There is little evidence in the literature that the
local structure of the phase distribution produced by this method
is similar to that created by an incremental production of the va-
por phase by wall heating. For the design of heated two-phase
flow systems, it is important to understand if an adiabatic flow has
the same basic structure as a heated flow, even if the bulk flow
conditions at a given cross section are equivalent. This question is
particularly relevant in connection with computational analyses in
which mathematical models for heated systems are based upon
data obtained in adiabatic experiments.

This paper has the primary objective of expanding upon previ-
ous experimental analysis by the current authors,@8,10#, by con-
sidering the effects of wall heating in annular flow for a range of
system pressures, mass flux, and void fraction in a very thin duct.
These measurements have been made in a refrigerant fluid,
R-134a~SUVA! at elevated temperature and pressure conditions.
At 0.9 and 2.4 MPa, R-134a has a liquid-to-vapor density ratio of
27.0 and 7.3, respectively, compared to a ratio of about 850 for
atmospheric pressure air-water. Similarly, the surface tension of
R-134a is 0.0069 and 0.0021 N/m at 2.4 and 0.9 MPa, respec-
tively, compared with 0.072 N/m for water at atmospheric
conditions.

The specific objectives of this paper are to~a! provide detailed
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local measurements of void fraction, droplet frequency, droplet
velocity, and thereby infer distributions of mean droplet diameter
and interfacial area concentration using hot film anemometry,~b!
investigate the effect of wall heating by comparing the results
with those of adiabatic flows, and~c! investigate the effect of
liquid-to-vapor density ratio and surface tension on local phase
distributions in both the narrow and wide directions of the cross
section.

Experimental Investigation
The test section shown in Fig. 1 has been designed to be flat,

thin and rectangular for easy optical access. This high aspect ratio
test section and the two-phase flow facility have been described in
detail in our previous papers,@8–11#, and only a brief overview
will be provided here. The R-134a facility consists of a chiller,
pressurizer, circulating canned rotor pump, CO2 heat exchanger,
loop heaters, various throttle valves and flow meters, and a verti-
cal test section. Loop conditions are established by programmed
logic controllers. The test section has a length of 1.2 m, a cross-
section aspect ratio~width/thickness! of 22.5, and a hydraulic di-
ameter of 4.85 mm. These test section dimensions facilitate the
use of thin, transparent heater films that enable visual observations
and are consistent with the flow and control capabilities of the test
loop. Optical access to the flow is provided by eight quartz win-
dows, each 38.1-mm thick by 76.2-mm wide by 0.28-m long. The

working fluid used in this study is refrigerant R-134a~SUVA!
which is of scientific interest because of its very low liquid-to-
vapor density ratio and low surface tension.

A unique feature of the test section is the use of heating ele-
ments on the inside surfaces of the quartz window, which are
comprised of thin transparent films that are rugged enough to
provide the required heat input. The areas between the quartz
windows contain the brushes to carry current to the window films.
The triple-track window heater design consists of three transpar-
ent metallic oxide conductive films, vacuum deposited on the in-
side surface, with an antireflective coating on the outside. Three
silver epoxy buses deliver the current at both ends of the window,
and connect with the silver graphite brushes. The power to each of
the three heater films on each window is independently controlled,
so various heating profiles can be investigated.

In the present experiments, the two-phase flow field was created
by a phase change in the test section due to power addition
through the window heater strips. The inlet temperature was con-
trolled by means of a heater located upstream of the test section
inlet. Slightly subcooled R-134a was introduced to the test section
and heat was applied uniformly to the six windows comprising the
lower three power steps. For experiments conducted for compari-
son to earlier adiabatic annular flow tests, the window power for a
given combination of pressure and mass flow rate was adjusted to
produce the same cross-sectional average void fraction atX/L
50.86. The total net heat addition ranged from 2.3 to 9.2 kW. The
heat losses were quantified experimentally and generally ac-
counted for less than 10 percent of the gross energy input. Major-
ity of the losses was due to conduction at the bridge between the
windows. These losses were maximum for the highest pressure of
2.4 MPa and the lowest mass flow rate of 106 kg/hr~Table 1!. The
heat losses were estimated to be between 5 percent and 7 percent
at higher flows and about 2 percent at low pressures and all flows.

The instrumentation used in the R-134a experimental program
has been extensively discussed in our previous papers@8–11#.
Cross-sectional average and line-average void fraction measure-
ments were obtained using a gamma densitometer system~GDS!.
This instrument features a 9-curie Cesium-137 gamma source and
a NaI detector. For each experimental condition, the average void
fraction was established by using a wide gamma beam that inter-
rogated the entire duct cross section at a streamwise position of
X/L50.86. The uncertainty of this measurement~62s! has been
determined empirically as60.015 in void fraction.

All of the data profiles reported in this paper were measured
using dual-sensor hot-film anemometer~HFA! probes~made of
platinum with 25-mm diameter and 254-mm active length!, which
have been discussed at length in a previous publication,@8#. For
each sensor pair, the upstream hot-film measurements of the local
void fraction are made by quantifying the time the sensor is ex-
posed to the vapor phase relative to the total measurement time.
The local interfacial velocity is calculated by dividing the known
spacing between the sensors by the mean interface transport time.
The latter is obtained directly by taking the cross correlation be-
tween the output voltage signals from the upstream and down-
stream sensors. Two types of HFA probes were used. One was
mounted in a hole in one of the quartz windows to traverse across
the narrow~Z! dimension atX/L50.74. The other was mountedFig. 1 Test section and measurement locations

Table 1 Flow conditions

Pressure
MPa

rg

rl

w
kg/hr

Quality,
x

Void
Fraction,

a

Vl Vg Vw

m/s

0.9 .037 106 .73 .94 .78 3.65 1.24
2.4 .136 106 .68 .94 1.14 1.15 1.15
0.9 .037 266 .33 .83 1.73 4.52 2.18
2.4 .136 266 .44 .83 1.76 2.08 1.84
1.4 .062 532 .46 .88 4.17 7.85 4.9
2.4 .136 532 .60 .88 3.54 5.33 4.02
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in an instrument access port between windows 3 and 4~Fig. 1!, to
traverse the wide~Y! dimension atX/L50.77. The measurement
uncertainties~62s! associated with the HFA probes have been
quantified empirically as follows: 0.027 for void fraction, 7.5 per-
cent for near-wall velocity, and 7 percent for far-wall velocity.
Limited benchmarking was done by the current authors in a pre-
vious study,@8#, to confirm the results of the HFA probes. The
void fraction and velocity measurements were compared by si-
multaneous measurements with a gamma densitometer and laser
Doppler velocimeter, respectively. The effective size of the mea-
surement volume in the narrow dimension was approximately
0.25 mm for LDV and 0.02 mm for HFA. The measurement vol-
ume can influence the measurement of mean velocity, especially
in regions of large velocity gradients. Measurements made with
both instruments near the middle of the test section were found to
compare well with each other and were representative of the dis-
persed droplet velocity measurements in the vapor core. Near the
wall, since LDV had a larger measurement volume, there probably
was a negative bias in the mean velocity.

Measurements of local void fraction, interfacial velocity and
frequency were obtained from direct analysis of the HFA output
voltage signals. In the region of the two-phase flow comprised
solely of dispersed liquid droplets in continuous vapor, these di-
rect measurements were then used to compute the local mean
droplet diameter:

dd51.5
Vdad

f d
. (1)

Ishii and Mishima@12# characterized the average interfacial area
concentration in annular flow by combining contributions from
interfacial waves and dispersed droplets. If their expression is
applied locally in the region of the flow where only the vapor core
and droplets are present, the interfacial area density reduces to

ai5
4 f d

Vd
. (2)

Galaup@13# derived the above equation from geometric consider-
ations in bubbly flows where the characteristic size of the bubbles
far exceeded the effective size of the measurement volume. In the
current experiments, very small droplets~i.e., size of the same
order as the 25-mm diameter HFA sensor! were measured. There-
fore, it is expected that the largest error associated with the appli-
cation of Eq.~2! will be for very small droplets which generally
occur for cases with void fraction in excess of 90 percent. A
detailed discussion of these derived parameters is given in@6,8#.

Results
Detailed local measurements of void fraction, droplet fre-

quency, diameter, velocity, and interfacial area concentration were
obtained in wall heated annular refrigerant flow through a narrow
duct. The three operating variables are pressure~0.9 to 2.4 MPa!,
mass flow rate~106 to 532 kg/hr! and cross-sectional average void
fraction ~0.83 to 0.94!. The three system pressures investigated
provide liquid-to-vapor density ratios of 7.0 to 27.0. For some of
the experiments, the inlet flow was heated to produce adiabatic
conditions in the test section, and to reproduce the same average
void fraction obtained at the same location during similar wall-
heated test runs. The HFA voltage scans were used only when the
signal quality was considered adequate for accurate determination
of local void fraction. For some flow conditions, in particular at
high flow rates, it was difficult to define a threshold, therefore,
droplet frequency and diameter measurements could not be made.
However, the time-averaged interfacial velocity could be obtained
using the dual-sensor HFA probe~via cross correlation! even for
the highest flow rate. For all experimental runs, the cross-sectional
average void fraction (ā) was established atX51.03 m using the
wide beam gamma densitometer edge measurement.

The local void fraction profiles for the heated case are presented
first in Figs. 2~a!, 2~b!, and 2~c! for each mass flow rate of 106,
266 and 532 kg/hr, and compared with the corresponding adia-
batic cases. The conditions given for the mass flow rate of 106
kg/hr and 266 kg/hr for adiabatic flows are the same as those
given in @8#. However, new measurements were made so that
comparisons could be made at the same ambient conditions and
for the same heat loss. The void profile given here in Fig. 2~a! is
slightly different from that given in@8# near the wall for the low-
est flow considered~where the heat loss is maximum!, but still is
well within the experimental uncertainty. For all flow rates, at
high void fractions, the behavior of these profiles for the two types
of heating is similar. There is an inversion in the void fraction
profiles, as the wall-bounded film thickness decreases. The de-
crease in the void fraction in the center of the test section is due to
the concentration of droplets emanating from the test section edge
liquid film. This fact is corroborated by the interfacial area con-
centration profiles in Fig. 3 which show an increase in droplet
concentration toward the center of the test section at high pres-
sures. Although there is no significant difference in the overall
trend displayed in the two types of heating for the same flow
conditions, near-wall measurements are seen to differ. At the cen-
ter, the magnitude of the dip is higher in the case of heated flow
for low rates~Fig. 3~a!!. Therefore, local measurements in heated
flows are important for model and code validation. Having dis-
cussed the fundamental similarities and differences in adiabatic
and wall-heated annular flows, further discussions will be re-
stricted to wall-heated annular flows.

The basic structure of the phase distribution in the narrow
Z-dimension is dependent on the system pressure, which is shown
in Fig. 4. For w5532 kg/hr anda50.71, as the pressure is in-
creased from 0.9 MPa to 2.4 MPa, the flow goes through several
distinct transitions in the two-phase flow structure. This average
void fraction was chosen so that for some conditions, a churn-
turbulent flow would be produced using the window heaters. It is
clear from this figure that at lower pressures of 0.9 MPa and 1.6
MPa, the void fraction profile attains the classic parabolic shape
characteristic of the transition flow regime. As the pressure is
increased to 2.1 MPa, the film thickness decreases on the wall, as
the void profile becomes flat. At the highest pressure of 2.4 MPa
~equivalent to 13.7 MPa in steam-water with the same liquid-to-
vapor density ratio as the refrigerant in this study!, the profile
becomes inverted, with maximum void fraction near the wall and
minimum void fraction at the duct centerline. This trend, also
observed in earlier adiabatic experiments, may be explained as
follows.

The strong inversion in the void fraction profiles in the narrow
Z-dimension is caused by two mechanisms:~1! the liquid bridges
in the transition regime get disintegrated into large droplets and
convected into the vapor core and~2! increasing the system pres-
sure thins the liquid film on the walls, redistributes the liquid to
the edges where the disturbance waves with larger amplitudes
form over a thicker base film. The disturbance waves are sheared
off by the fast-moving vapor, entraining larger diameter droplets
into the vapor core. The second mechanism, in conjunction with a
much lower surface tension~At 2.4 MPa, R-134a has a surface
tension which is significantly lower than that of water at any pres-
sure!, increases the Weber number. As the Weber number in-
creases, the entrainment fraction increases. This phenomenon is
evident from Fig. 5 which shows the void fraction distribution in
both dimensions at 0.9 and 2.4 MPa for an average void fraction
of 0.83 and flow rate of 266 kg/hr. As mentioned previously, theZ
andY dimension void fraction profiles were measured with HFA
probes at streamwise positions ofX/L50.74 and 0.77, respec-
tively. So although theX positions of the two data scans in each
figure are not the same, the cross-sectional average void fraction
varied little over this interval. At low pressure, the void fraction is
fairly uniform across most of the duct in both the narrow and
width dimensions, and quickly tapers close to the walls and the
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edges. The near-wall gradient is especially confined within a re-
gion extending to only about 2 to 3 mm from the unheated trans-
verse edges of the test section where the void fraction reaches a
local minimum of nearly 0.4. When the pressure is increased to
2.4 MPa for the same flow rate and average void fraction, the
narrow dimension profile inverts with the dip in the vapor core.
The width dimension profile stays flat as it does for the lower
pressure in the vapor core, however, the void fraction shows a
steady decrement much farther than 2 to 3 mm from the edges.
This suggests the presence of thicker liquid films at the edges and
disturbance waves with large amplitudes. This phenomenon ap-
pears to be characteristic of flows in high pressure systems in high
aspect ratio ducts.

Plots of void fraction, droplet frequency, droplet diameter and
droplet interfacial area density are shown in Figs. 6 through 9 for
different flow rates. Profiles are given for two pressures and where
available, for three pressures. If reliable droplet frequency mea-
surements could be made, interfacial area density profiles could be
made available through the simple relationship,ai54 f d /Vd ,
since droplet velocity measurements obtained from cross-

correlation has always been reliable. However, the droplet diam-
eter calculation requires frequency, velocity, and droplet fraction.
For certain pressures in certain regions of the flow, the void frac-
tion, a, is close to 1.0, and the diameter calculation performed
using the droplet fraction,~1-a!, would contain unacceptable un-
certainty. For this reason, droplet diameter profiles are not plotted
for certain flow conditions, and certain regions of the flow field.

As shown in Fig. 6, high pressure causes a void dip in the
center of the test section. This dip is more profound for 266 kg/hr
at a slightly lower average void fraction of 0.83. The lower the
void and pressure, the more parabolic is the void profile. At the
highest flow rate of 532 kg/hr, the trend continues such that the
void fraction is lower near the wall for the low pressure, but a
small region of void inversion exists near the center for both
pressures.

The droplet frequency profiles given in Fig. 7 provide insight
regarding the possible source of these droplets. For the low flow
of 106 kg/hr, the frequency profile for the low pressure has a
slight decreasing trend toward the vapor core since most of the
entrainment occurs at the flat-side film. As the pressure is in-

Fig. 2 Comparison of thickness dimension void fraction scans between adia-
batic and wall-heated cases
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creased to 2.4 MPa, a complete opposite trend is seen where the
frequency increases towards the core. Since the void fraction pro-
file for this case is seen to have a slight inversion, it is reasonable
to conjecture that the edge film for the higher pressure is much
thicker with large amplitude waves than that at low pressure.
When these waves are sheared off, some of the larger diameter
droplets emanate from the edges. The other larger diameters prob-
ably arise from the liquid bridges that are disintegrated in the
transition regime. This increasing trend in the frequency from the

wall toward the vapor core is also seen for the highest flow of 532
kg/hr at both low and high void fractions of 0.71 and 0.88~Figs.
7~c! and 7~d!!. For this flow, the increasing trend can be noticed at
both pressures. Ata50.71, the flow has not reached a pure annu-
lar flow regime. It is probably in its late stage of transition as seen
by the asymmetric distribution in droplet frequency~Fig. 7~c!! as
well as in void fraction~Fig. 6~c!!. At 266 kg/hr ~Fig. 7~b!!, the
frequency profile is flat at the two pressures and void fractions. All
the cases clearly show that the droplet concentration increases
with increasing pressure.

The interfacial area density~Fig. 8! is calculated directly from
droplet frequency and droplet velocity measurements. Because the
velocity profiles in the droplet field are generally flat as reported
previously,@6#, the trend in the interfacial area closely mimics the
measured frequency. To the authors’ knowledge, no average or
local measurements of interfacial area are available in the litera-
ture for heated flow at elevated pressures. The local interfacial
area density increases with pressure for almost all flows as seen in
the frequency profiles. For a constant void fraction of approxi-
mately 0.9~Figs. 8~a!, 8~b!, and 8~d!! for P52.4 MPa, the aver-
age interfacial area density increases as the flow rate increases.
For the same flow rate and pressure, the interfacial area density is
higher for lower void fractions due to the increased droplet fre-
quency. These trends are expected, but the surprising result is that
the magnitude of the interfacial area density is significantly higher
than the values reported for the air-water flows. The largest inter-
facial area density reported for air-water flow was 25 cm21 mea-
sured at a gas superficial velocity of 37 m/sec,@14#, in circular
tubes. For a measured droplet velocity field of approximately 6
m/sec, the interfacial area density reported here exceeds 25 cm21

at 532 kg/hr. It may be suggested that the combination of a high
Weber number due to the high pressure and a thin noncircular
geometry contributed to a large frequency of droplets, thereby
increasing the interfacial area compared to air-water flows at at-
mospheric pressure.

The droplet diameter profiles shown in Fig. 9 are another set of
inferred measurements, but are significantly more difficult to ob-
tain than interfacial area density. The uncertainty is higher at very
high void fractions, since the calculation involves the volume
fraction of the droplets. The droplet field features a wide range of
droplets from 25mm to 400mm, and generally displays an in-

Fig. 3 Comparison of thickness dimension interfacial area
density profiles between adiabatic and wall-heated cases

Fig. 4 Effect of pressure on void fraction scans in the thickness dimension for
wÄ532 kg Õhr and aÄ0.71
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creasing trend in diameter from the wall to the vapor core. For
high void fraction flows, the wall film is too small to contribute to
large droplets. These large droplets are generated from another
source, possibly the thicker edge film. The available droplet diam-
eter profiles do not show any variation in trend as the flow rate or
void fraction increases. The diameters vary only between 200mm
and 400mm in the core of the flow (0.2<Z/t<0.8) for all the
cases, whereas the droplet frequencies can vary tenfold~Fig. 7!.
This suggests that the increase in interfacial area density should be
attributed more to the increase in droplet frequency than the drop-
let diameter.

Finally, the droplet velocities measured by the cross correlation
of the two HFA sensors are plotted for three flow rates both in the
thickness~Z! dimension~Fig. 10! and width~Y! dimension~Fig.
11!. Table 1 summarizes the flow conditions and the calculated
averaged liquid and vapor velocities. It also includes the wave
velocity calculated for a neutrally stable film from a simple force
balance at the interface between the liquid film and the vapor core
yielding

Vw5

Arg

r l

Vg1Vl

11Arg

r l

. (3)

The average values of vapor velocity,Vg , and liquid velocity,Vl ,
can be calculated using the one-dimensional relationship in terms
of the measured quality and mass flux as

Vg5
x

a

G

rg
; Vl5

~12x!

~12a!

G

r l
. (4)

The profiles for lower flow rates and a low pressure of 0.9 MPa in
Fig. 10 offer dramatic evidence of the presence of disturbance
waves on the wall. AtZ/t,0.2, the droplet velocity is low and
follows closely the average liquid velocity~Table 1!. Within this
region, the velocity increases from this average liquid velocity to
the wave velocity, and atZ/t;0.2, jumps to a much higher veloc-
ity closely following vapor velocity. It is interesting that although
at Z/t,0.2, the droplet frequency and diameter have a higher
uncertainty and are difficult to measure, the droplet velocities
through the cross correlation are reliable and follow theoretical
averaged velocities. It is conjectured that the measurements made
close to the wall are measurements of liquid ligaments and/or
large droplets and HFA is generally more biased towards bigger
droplets.

The high-pressure profiles provided both in Figs. 10 and 11 are
flat since the average liquid and vapor velocities for these condi-
tions are closer to each other in magnitude. This is the uniqueness
of the high pressure systems where annular flow is possible even
for low vapor velocities close to 1 m/sec, whereas in air-water

Fig. 5 Void distribution in the narrow and width dimensions at two different
pressures
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systems such low velocities are not possible in separated annular
flows. The transverse profiles in Fig. 11 have a profound dip in the
middle of the test section for lower pressures. Flow visualization
displayed half-waves extending from one edge to the middle of
the test section. These waves subsequently coalesce with half-
waves from the other edge, causing a dip in the middle. In this
region, the velocities are generally low because of the agglomera-
tion of large droplets as was seen in the droplet diameter profiles
at 2.4 MPa in Fig. 9.

Summary and Conclusions
An experimental study has been conducted to acquire local

measurements of void fraction, interfacial velocity and droplet
frequency in flows of R-134a through a vertical, high aspect ratio
rectangular duct. These measurements were used to infer the local
droplet size and interfacial area concentration. By considering the
effect of wall heating, the results presented in this paper expand
the database for annular flows in a rectangular geometry. By ap-
plying electrical power to thin, transparent metal oxide heaters on
the inside surfaces of quartz windows, vapor was generated at the
walls to create annular flow in the test section from a subcooled
inlet. A comparison between the local phase distributions in

heated flows to those obtained in earlier adiabatic experiments
show generally close agreement, but there are some differences in
the near-wall region, particularly for average void fractions at the
lower limit of the annular flow regime.

As described in previous papers,@8–11#, the unique character-
istic of R-134a is that the liquid-to-vapor density ratio can be
reduced by two orders of magnitude, and surface tension by an
order of magnitude compared to water at atmospheric conditions.
Acquisition of local two-phase flow data under these conditions
has shed light on many heretofore unreported physical phenom-
ena. Perhaps the most important of these phenomena is the man-
ner in which the liquid phase is redistributed when the system
pressure is increased, i.e., reducing the difference in density be-
tween the liquid and vapor phases and the surface tension. These
property effects increase the Weber number at high pressures,
thereby increasing the droplet entrainment from the edges. To
fully ascertain this effect, a new hot-film anemometry device was
installed to enable acquisition of local void fraction along both
test section dimensions in the horizontal plane. Two-dimensional
plots of local void fraction clearly demonstrate that at high pres-
sure, the liquid is redistributed from the wide duct walls toward
the edges of the test section. Incrementally increasing the pressure

Fig. 10 Effect of pressure on thickness dimension interfacial velocity profiles
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from 0.9 to 2.4 MPa shows a transition from a classic parabolic
vapor phase distribution to one that has its maximum near the
heated wall.

Pressure effects are also evident in the distributions of interfa-
cial velocity. For data scans across the narrow~Z! dimension, the
high pressure data show a small monotonic increase in velocity
from the duct wall to the center of the test section, suggesting that
the sensing probe is exposed only to the dispersed droplet field. At
lower pressures, the velocity profile displays a clear transition
from the near-wall region, where the HFA probe likely senses the
interface between continuous liquid and dispersed bubbles in the
wall-bounded liquid film. At the center of the test section, the
local velocity is much higher, since the sensor measured predomi-
nantly the dispersed liquid droplets in the continuous vapor core.
Between these two regions, the probe appears to measure the
waves in the liquid film, based upon a comparison to a simple
force balance derivation of a neutrally stable film.
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Nomenclature

ai 5 interfacial area density
d 5 diameter,mm

f d 5 frequency of droplets, 1/sec
G 5 mass flux, kg/m2/hr
L 5 length, mm
t 5 duct thickness, mm

V 5 average velocity, m/sec
Vd 5 droplet velocity, m/sec
Vw 5 wave velocity, m/sec
w 5 mass rate of flow, kg/hr
W 5 width, m
x 5 quality
X 5 axial dimension, m

y, Y 5 thickness dimension, m
z, Z 5 transverse dimension, m

Fig. 11 Effect of pressure on width dimension interfacial velocity profiles
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Subscripts and Superscripts

d 5 droplet
g 5 vapor
l 5 liquid

Symbols

a 5 void fraction
r 5 density
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Wake Dynamics
of a Yawed Cylinder
A theoretical and computational study is reported of the effect of cylinder yaw angle on
the vorticity and velocity field in the cylinder wake. Previous experimental studies for
yawed cylinder flows conclude that, sufficiently far away from the cylinder ends and for
small and moderate values of the yaw angle, the near-wake region is dominated by vortex
structures aligned parallel to the cylinder. Associated with this observation, experimen-
talists have proposed the so-called Independence Principle, which asserts that the forces
and vortex shedding frequency of a yawed cylinder are the same as for a cylinder with no
yaw using only the component of the freestream flow oriented normal to the cylinder axis.
The current paper examines the structure, consequences and validity for yawed cylinder
flows of a quasi-two-dimensional approximation in which the velocity and vorticity have
three nonzero components, but have vanishing gradient in the direction of the cylinder
axis. In this approximation, the cross-stream velocity field is independent of the axial
velocity component, thus reproducing the Independence Principle. Both the axial vorticity
and axial velocity components are governed by an advection-diffusion equation. The
governing equations for vorticity and velocity in the quasi-two-dimensional theory can be
nondimensionalized to eliminate dependence on yaw angle, such that the cross-stream
Reynolds number is the only dimensionless parameter. A perturbation argument is used to
justify the quasi-two-dimensional approximation and to develop approximate conditions
for validity of the quasi-two-dimensional approximation for finite-length cylinder flows.
Computations using the quasi-two-dimensional theory are performed to examine the evo-
lution of the cross-stream vorticity and associated axial velocity field. The cross-stream
vorticity is observed to shed from the cylinder as thin sheets and to wrap around the
Kárman vortex structures, which in turn induces an axial velocity deficit within the wake
vortex cores. The computational results indicate two physical mechanisms, associated
with instability of the quasi-two-dimensional flow, that might explain the experimentally
observed breakdown of the Independence Principle for large yaw angles.
@DOI: 10.1115/1.1523069#

1 Introduction
Cable problems typically involve flow oriented both normal and

parallel to the axis of the cable. In cases such as towed cables
behind ships and airplanes, the axial translation of the cable can
be much larger than the cross-flow velocity. In other cases, such as
cables used to tether structures or the probes used in multiwire
hot-wire anemometers, the axial and cross-flow velocity compo-
nents may be of a similar magnitude. Previous investigators,@1,2#,
using experimental flow visualization have shown that flow in the
near wake of a yawed cylinder, which models a cable in the pres-
ence of combined axial and transverse flow, appears to consist of
nearly two-dimensional vortex structures aligned parallel to the
cylinder axis when observed sufficiently far from the cylinder
ends. Experimental measurements,@1–6#, also indicate that forces
acting on the cylinder and the vortex shedding frequency for a
yawed cylinder are approximately the same as for a cylinder with
no yaw if only the normal component of the force is used. This
observation is often called the Independence Principle in the lit-
erature~or the Cosine Rule in the earlier literature!, since the
cross-plane forces and flow field appear to be independent of the
axial flow.

Several investigators,@2,7#, have noted deviations from the pre-
dictions of the Independence Principle near the cylinder upstream
end. Ramberg@2# demonstrated that for finite-length cylinders
there exists two modes of nearly parallel vortex shedding, as il-
lustrated in Fig. 1. Near the upstream cylinder end there is a
region in which the vortices are aligned at an angle of inclination

to the freestream that is greater than the cylinder yaw angle, which
is followed by a region in which the shed vortices are oriented at
approximately the same angle of incidence as the cylinder. These
two regions of parallel vortex shedding are separated by a thin
band in which the flow appears highly turbulent. Other investiga-
tors, @8–10#, have demonstrated that the Independence Principle
also breaks down for large yaw angles, where in the current study
the yaw angle is defined such that a cylinder oriented normal to
the free stream has zero yaw and a cylinder with axis parallel to
the free stream has yaw anglef590 deg.

The current paper examines the theoretical basis of the Inde-
pendence Principle. Motivated by flow visualizations of Ramberg
@2#, we employ a quasi-two-dimensional approximation in which
the velocity and vorticity vectors have three nonzero components
that are functions of time and the cross-stream coordinatesx and
y, but are independent of the axial coordinatez. The governing
equations for the quasi-two-dimensional theory indicate that both
the cross-stream velocity components and the cylinder surface
pressure depend only on the axial vorticity, which evolves inde-
pendently of the axial velocity and has the same form as in a
purely two-dimensional flow, thus reproducing the Independence
Principle. Both the axial vorticity and the axial velocity fields are
governed by an advection-diffusion equation. The cross-stream
vorticity field evolves both due to convection by the cross-stream
flow and due to a combination of vorticity stretching and diffu-
sion. The governing equations can be nondimensionalized such
that they are independent of the yaw angle, containing only the
cross-stream Reynolds number, Re5Ud/n, as a dimensionless pa-
rameter. HereU is the cross-stream velocity far upstream of the
cylinder,d is the cylinder diameter, andn is the kinematic viscos-
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ity. Theoretical results using quasi-two-dimensional approxima-
tion are reported by Moore@11# for flow in the boundary layer of
a yawed cylinder.

The current study examines the consequences, conditions for
validity, and dynamics of yawed cylinder wakes under the quasi-
two-dimensional approximation. A perturbation analysis is pre-
sented in Section 2 to examine the effect of cylinder length on
validity of the quasi-two-dimensional approximation. The govern-
ing equations for the quasi-two-dimensional approximation in the
vorticity-velocity formulation and scaling of these equations are
discussed in Section 3. An overview of the tetrahedral vorticity
element~TVE! method used in the computations is given in Sec-
tion 4. Computational results for evolution of the cross-stream
flow are reported in Section 5, which are used to validate the
computations and to assess sensitivity of the computations to
change in time-step and spatial discretization. Computational re-
sults for evolution of the axial flow and the associated cross-
stream vorticity field are reported in Section 6. This section also
discusses two mechanisms for three-dimensional instability of the
quasi-two-dimensional flow solutions, which might lead to the
observed breakdown of the Independence Principle for large yaw
angles. Conclusions are given in Section 7.

2 Justification of the
Quasi-Two-Dimensional Approximation

We consider flow past a yawed circular cylinder of diameterd
at a distanceL from the cylinder upstream end. The component of
the free-stream flow oriented along the cylinder normal and axial
directions are given byU andW, respectively, where the cylinder
yaw anglef is defined byf5tan21(W/U). The flow is described
using a Cartesian coordinate system (x,y,z), with the
z-coordinate tangent to the cylinder axis and thex and
y-coordinates normal to the cylinder axis. We refer to velocity and
vorticity components parallel to the cylinder axis~thez-direction!
as thestreamwisecomponents and components in the plane per-
pendicular to the cylinder~the x-y plane! as thecross-stream
components. The velocity components (u,v,w), vorticity compo-
nents (vx ,vy ,vz), pressurep, position coordinates (x,y,z), and
time t are nondimensionalized as

vx* 5vxd/W, vy* 5vyd/W, vz* 5vzd/U, x* 5x/d,

y* 5y/d, z* 5z/L, u* 5u/U, n* 5n/U,

w* 5w/W, t* 5tU/d, p* 5p/rU2, (1)

where dimensionless variables are indicated by an asterisk. All
variables are nondimensionalized in the remainder of the paper
using ~1!, where for convenience the asterisks on the dimension-
less variables are dropped.

The Navier-Stokes equations in thex andz-directions are given
by
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where they-component of the Navier-Stokes equations has a form
similar to ~2a!. The three dimensionless parameters in~2! are the
length scale ratio«5d/L, the velocity ratioa5U/W, and the
cross-stream Reynolds number Re5Ud/n, where n is the kine-
matic viscosity.

For a<O(1), corresponding to moderate and large values of
the yaw angle, the terms in~2! involving z-derivatives are negli-
gible provided«!a. When this condition is satisfied, we can
construct a perturbation solution of the form

u~x,y,z,t !5u0~x,y,t !1«u1~x,y,z,t !1O~«2!, (3)

and similarly for the other variables, where the quasi-two-
dimensional approximation appears as the leading-order term.
This perturbation solution exhibits a singularity as the zero-yaw
(a→`) case is approached due to blowup of the axial pressure
gradient term in~2b!. The case with small yaw angles can be
handled using an alternative asymptotic series of the form

u~x,y,z,t !5u0~x,y,t !1~1/a!u1~x,y,z,t !1O~1/a!2. (4)

This case yields the quasi-two-dimensional approximation as a
leading-order term in the perturbation solution provided«!1. It is
of interest that with the nondimensionalization~1!, the ratioW/U
is eliminated from the governing equations for the quasi-two-
dimensional theory, leaving the cross-stream Reynolds number Re
as the only dimensionless parameter.

3 Governing Equations
In the quasi-two-dimensional idealization, the velocity and vor-

ticity fields each have three nonzero components, but all gradients
in the axial~z! direction vanish. Denoting the Cartesian velocity
components by (u,v,w), the three components of vorticity are

vx5]w/]y, vy52]w/]x, vz5]v/]x2]u/]y. (5)

The velocity components can be expressed in terms of the vortic-
ity components using the Biot-Savart integral as

u~x,y,t !52
1

2p E
A

~y2y8!vz8

~x2x8!21~y2y8!2 da8, (6a)

v~x,y,t !5
1

2p E
A

~x2x8!vz8

~x2x8!21~y2y8!2 da8, (6b)

w~x,y,t !52
1

2p E
A

~x2x8!vy82~y2y8!vx8

~x2x8!21~y2y8!2 da8, (6c)

whereA denotes an arbitrary cross-section of the flow in a plane
z5const. Equations~6a! and ~6b! are the standard integrals for
velocity components in a two-dimensional flow, such that the
cross-stream velocity componentsu and v depend only on the
axial vorticity vz . The axial velocityw depends only on the
cross-stream vorticity componentsvx andvy .

Fig. 1 Sketch showing the two modes of nearly parallel vortex
shedding for flow past a yawed cylinder of finite length „based
on flow visualizations of Ramberg †2‡…

98 Õ Vol. 125, JANUARY 2003 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.152. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The vorticity transport equation in the quasi-two-dimensional
approximation for a uniform-density incompressible fluid is

]v

]t
5¹3~u3v!1

1

Re
¹2v. (7)

The vorticity stretching term vanishes for thez-component of the
vorticity transport equation after using~5!, giving

]vz

]t
52¹•~vzu!1

1

Re
¹2vz . (8)

Equation~8! is an advection-diffusion equation and has the same
form as the standard two-dimensional vorticity transport equation,
such that the axial vorticityvz is independent of the axial
velocity w.

4 Computational Method
The computations are performed using a quasi-two-dimensional

version of the tetrahedral vorticity element~TVE! method de-
scribed by Marshall et al.@12# with fixed ~Eulerian! computa-
tional points. In this method, the Biot-Savart integral~6! is com-
puted by interpolating the vorticity field using triangular elements
that connect the computational points. The integration method is
adjusted to yield optimal computation time while maintaining a
prescribed accuracy. For a triangular elementm near a pointx
where the velocity is evaluated, the contribution of the element to
the Biot-Savart integral is computed using Gaussian quadratures,
with either 1 or 4 quadrature points depending on the distance of
the triangular element fromx. The contribution of sufficiently
distant elements is computed using aO(N ln N) box-point multi-
pole expansion acceleration method with Clarke-Tutty@13# type
adaptive box structure. The acceleration method is optimized us-
ing an analytic error estimate similar to that of Salmon and
Warren@14#.

The vorticity transport equation is evolved in time using a
second-order predictor-corrector algorithm. The spatial derivatives
in the vorticity transport equation are computed using a second-
order moving least-squares procedure,@15#. In this method the
derivative of a functionf (x) at a pointxm is obtained by fitting a
quadratic polynomial to the value off (x) at computational points
nearxm using a least-square procedure. The first and second de-
rivatives of f (x) atxm are obtained by differentiating the quadratic
polynomial.

The vorticity field is discretized using an unstructured, fixed
mesh formed of near-surface points and outer points. The near-
surface points lie in a series of 25 layers of staggered points sur-
rounding the cylinder, with 50 points in each layer and a distance
of 0.0125 separating each layer. The near-surface points are em-
bedded in a rectangular array of ‘‘outer’’ points formed of a set of
81 staggered rows consisting of 251 points each. Triangular ele-
ments are formed using a fast Delauney trangularization method
similar to that described by Borouchaki and Lo@16#. Since the
velocity is obtained by solution of the Biot-Savart integral, the
mesh is required only to cover the region with significant vortic-
ity. A closeup view of the mesh around the cylinder is shown in
Fig. 2.

A zero-vorticity boundary condition is imposed on the upstream
and two lateral sides of the mesh by setting the vorticity equal to
zero at the first three points along each of these boundaries. An
outflow boundary condition]v/]t52U(]v/]x) is prescribed at
the downstream boundary. The grid is initiated just upstream of
the cylinder, as shown in Fig. 2, and the outflow boundary is
located atx512.

The vorticity boundary condition on the cylinder surface is set
by computing at each time-step the vortex sheet strengthgm at a
point xm due to boundary slip. The vorticity within the vortex
sheet in a lengthl m of the boundary surroundingxm is distributed
into the flow via a combination of viscous diffusion normal to the
boundary and direct transport to triangular elements with nodal

points on the boundary by change in the surface vorticity. IfAm is
one-third of the area of all triangular elements attached to the
boundary at a pointm and n is the outward unit normal of the
boundary at this point, the boundary vorticity balance can be ex-
pressed as

gml m5Am@v~xm ,t1Dt !2v~xm ,t !#2
1

Re
~n•¹!v~xm ,t1Dt !.

(10)

The balance equation~10! is solved iteratively, using the moving
least-squares method for differentiation, and converges to a rela-
tive error of less than 1024 in two to three iterations.

The computation is initiated by prescribing a Gaussian vorticity
distribution with e-fold decay distance 0.1 over a layer of thick-
ness 0.3 outside of the cylinder in both the axial and surface
tangent direction. The strength of this vorticity layer was initial set
using the exact potential flow solution for cylinder flow, and then
refined using an iterative method such that the surface slip veloc-
ity is less than 1% of the freestream velocity.

5 Computational Results for Cross-Stream Flow
In the quasi-two-dimensional idealization, the pressurep and

the cross-stream velocity componentsu andv vary only as func-
tions of axial vorticityvz , which evolves according to the same
equation as in a purely two-dimensional flow. These quantities are
therefore independent of the axial flow. The computed results at
Re5300 exhibit the usual Ka´rman vortex street wake in the cross-
stream flow field. The slight downward drift of vortices on the
right-hand side of the figure is due to the truncation of the vortex
street by the presence of the outflow boundary atx512.

The drag and lift coefficients on the cylinder, defined as the
force component per unit cylinder length in thex andy-directions,
respectively, divided byrU2d/2, are plotted as functions of time
in Fig. 3 for cases with Re5100 and 300. The initial value of the
drag coefficient is dependent on the prescribed initial boundary
layer thickness, and therefore has little relevance. The drag coef-
ficient values quickly approach to close to an asymptotic value,
about which they exhibit small oscillations due to the periodic
vortex shedding. Reference experimental values of the time-
averaged drag coefficients from Schlichting@17# are indicated by
dashed lines in Fig. 3. The drag coefficient for the Re5300 case
agrees very well with the reference data, but that for the Re
5100 case is about 20% higher than the experimental value. Ref-
erence experimental values for lift coefficient amplitude are ob-
served to scatter widely in the range 0.35–0.8 for Reynolds num-
bers from in this range,@18#. The computed lift coefficients have
oscillation amplitudes in this range, with computed amplitude val-

Fig. 2 Mesh used for discretization of the vorticity field near
the cylinder
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ues 0.460.1 and 0.760.1 for Re5100 and 300, respectively. Ex-
perimental values of the Strouhal number for vortex shedding ob-
tained from the data compilation of Fleischmann and Sallet@18#
are 0.1560.02 for Re5100 and 0.2160.01 for Re5300. The
computed Strouhal numbers are obtained by taking the reciprocal
of the period for oscillation of the lift coefficient in Fig. 3, and are
found to match nearly exactly to the reference data. A summary
showing the comparison between the computed values of refer-
ence data for force coefficients and Strouhal number is given in
Table 1.

An assessment of the sensitivity of the computations to choice
of grid and time-step size was performed by performing a
‘‘coarse’’ computation of the Re5300 case using half as many
computational points and twice the time step as used in the ‘‘high-
resolution’’ computation reported previously. The average drag
coefficient, the lift coefficient amplitude, and the Strouhal number
for the coarse computation are reported in Table 1, and are found
to be within the data uncertainty of those obtained for the high-
resolution computation. The uncertainty in the computational data
results from slight variation in force magnitudes between vortex
shedding cycles. These results indicate that the computational re-
sults are not sensitive to choice of grid spacing or time-step.

6 Computational Results for Axial Flow
In the quasi-two-dimensional theory, the axial velocity is gov-

erned by an advection-diffusion equation of the same form as Eq.
~8! that governs evolution of the axial vorticity. Since both pro-
duction of the axial vorticity and the zero value of the axial ve-
locity occur on the cylinder boundary and the two quantities are
governed by the same equation, it is not surprising that regions of
significant axial velocity deficitW2w coincide with regions of
significant axial vorticity magnitude. For instance, Fig. 4 shows
contours of the axial vorticity, the cross-stream vorticity magni-
tudevC5Avx

21vy
2, and the axial velocity for the case Re5300

at a time near the end of the computation. The cross-stream vor-
ticity is ejected from the cylinder boundary layer in thin sheets,
which wrap around the Ka´rman vortices over a downstream dis-
tance of about five cylinder diameters, inducing an axial flow
within the Kárman vortices that opposes the direction of the free-
stream axial flow. The axial velocity deficit within the Ka´rman
vortices varies from about 30% to 20% of the free-stream axial
velocity W in the computed flow region, although the axial veloc-
ity deficit would be expected to continue to gradually diffuse and
decrease in magnitude with downstream distance. Because the
cross-stream flow is independent of the axial flow and the only
dimensionless parameter that affects the axial flow is the cross-
stream Reynolds number Re, this result holds for all values of the
cylinder axial flow speedW. Computations with Re5100 exhibit
similar results.

A plot of the cross-stream vorticity magnitude and the axial
velocity contours within the near-wake region is given in Fig. 5 at
two stages during the vortex shedding cycle. The vortex lines of
the cross-stream vorticity field are plotted in Fig. 6 for the case
shown in Fig. 5 for timet510. The axial flow boundary layer is
observed to thin on the upstream side of the cylinder and to
thicken and separate on the downstream side. This effect is also
evidenced in Fig. 7, in which the cross-stream vorticity magnitude
on the cylinder surface is plotted as a function of azimuthal angle
for both the Re5100 and 300 cases. Figure 7 exhibits high values
of cross-stream vorticity in the thin boundary layer region near the
front of the cylinder and low values of cross-stream vorticity near
the rear of the cylinder. As shown in Figs. 5 and 6, regions of high
axial velocity protrude from the cylinder shoulders due to advec-
tion by the separating cross-stream boundary flow. The associated
cross-stream vorticity field exhibits a pair of thin sheets that trail
from the cylinder near both the top and bottom shoulders, coin-

Fig. 3 Time-variation of drag and lift coefficients for „a… ReÄ300 and „b… ReÄ100. Reference drag
coefficients compiled by Schlichting †17‡ are indicated by dashed lines.

Table 1 Comparison of computational results with reference experimental data compiled by Fleischmann and Sallet †18‡.

Flow
Measure

Experiment
ReÄ100

Computation
ReÄ100

Experiment
ReÄ300

Computation
ReÄ300

Coarse
Computation

ReÄ300

C̄D
1.960.1 2.460.1 1.460.1 1.460.1 1.460.1

CL,amp 0.660.25 0.460.1 0.660.25 0.760.1 0.660.1
St 0.1560.02 0.1560.01 0.2160.01 0.2060.01 0.2160.01
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ciding with the shear layers of the axial velocity protrusions.
These sheets of cross-stream vorticity wrap around the near-wake
vortices.

In the quasi-two-dimensional theory, there can be no generation
of cross-stream vorticity on the cylinder surface, but rather all
cross-stream vorticity present in the flow arises from advection,
stretching, and diffusion of the ambient cross-stream vorticity.
This assertion can be proved by writing the rate of change of

vorticity in the areaA occupied by the fluid, by integrating the
vorticity equation overA and using the identity¹2v52¹3(¹
3v), as

r
d

dt EA
vda52E

C
n3~u3v!dl1

1

ReEC
n3~¹3v!dl,

(11)

whereC denotes the cylinder surface,dl is an element of length
on C, andn5er is a unit vector in the radial direction. Sinceu
vanishes on the cylinder surface, the first term on the right-hand
side of ~11! also vanishes. The radial component of the last term
in ~11! vanishes sincen is oriented in the radial direction. The
azimuthal component of~11! is

r
d

dt EA
vuda5

1

ReEC
~¹3v!zdl. (12)

The Navier-Stokes equation evaluated on the cylinder surface
takes the form

¹p52
1

Re
¹3v. (13)

The z-component of~13! vanishes since the pressure has zero
axial gradient, so~12! indicates that the integral ofvu over the

Fig. 4 Contours of „a… axial vorticity, „b… cross-stream vorticity
magnitude vCÄAvx

2¿vy
2, and „c… axial velocity in the cylinder

wake for Re Ä300 at time tÄ21. In „a…, regions are shaded black
for vzËÀ1.2 and gray for vzÌ1.2. In „b…, contours are drawn
for vcÄ0.25 and 0.50, and gray shading indicates vCÌ0.50. In
„c…, contours are drawn for wÄ0.225, 0.45, 0.675, and 0.9, and
gray shading indicates wË0.9.

Fig. 5 Near-field of the cylinder wake showing „a… cross-stream vorticity magni-
tude and „b… axial velocity at two different times during the wake oscillation cycle.
In „a…, contours are shown for vCÄ1 and 2, and gray shading indicates regions
with vCÌ1. In „b…, contours are shown for wÄ0.1, 0.3, 0.5, 0.7, and 0.9, and gray
shading indicates regions with wË0.7.

Fig. 6 Vortex lines of the cross-stream vorticity field for a case
with tÄ10, corresponding to the first plot in Fig. 5 „a…
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flow is invariant. Furthermore, since the integrand of the integral
on the right-hand side of~12! vanishes for any part ofC, there can
be no normal flux of azimuthal vorticity from any part of the
cylinder surface.

The fact that there is no generation of cross-stream vorticity
from the cylinder surface suggests that the thin boundary layer of
axial velocity on the upstream side of the cylinder, which domi-
nates the axial shear force on the cylinder, behaves in a manner
similar to a Burger’s vortex sheet,@19#. The thicknessd of the
axial flow boundary layer is determined by a balance between
stretching of the cross-stream vorticity along the cylinder surface
by the cross-stream flow and diffusion normal to the cylinder
surface, which yieldsd;Re21/2. This estimate, together with the
restrictionvud;1, predicts an increase of cross-stream vorticity
magnitude at the cylinder leading edge by a factor of 1.7 as the
Reynolds number increases from 300 to 100, whereas the com-
puted value shown in Fig. 7 increases by a factor of 1.6.

The axial force coefficient is given by

CA[
A

1
2 rUW~pd!

52
2

p ReEC
vudl, (14)

whereA is the axial force per unit cylinder length. A plot of the
variation of CA with time is given in Fig. 8. There is an initial
transient that depends on the initial boundary layer thickness, after
which CA decreases slowly with time for the Re5100 case and
appears to reach an asymptotic value for the Re5300 case. As

shown in Fig. 7, the surface vorticity increases with increase in
cross-stream Reynolds number. However, the division by Re on
the right-hand side of~14! leads to a decrease inCA with increase
in Re.

The computations suggest two mechanisms by which the axial
velocity might act to destabilize the vortex street for sufficiently
large yaw angles, leading to possible breakdown of the Indepen-
dence Principle. The first mechanism is Kelvin-Helmholtz-type
instability of the cross-stream vorticity sheets in the cylinder near
wake. This instability is partially inhibited by stretching from the
cylinder wake vortices,@20#, and by shear in the cross-stream
plane acting orthogonally to the shear induced by the vortex sheet,
@21#, but for sufficiently large roll angles we anticipate formation
of roller vortices in the vortex sheet that will wrap around and
interact with the Ka´rman vortices.

The second mechanism is instability of the downstream Ka´r-
man vortices due to the presence of axial velocity deficit within
the vortex cores. It is well known that axial flow in a vortex core
can under certain conditions destabilize the vortex,@22#. A com-
prehensive mapping of the axial flow instability for both inviscid
and viscous flow is given by Mayer and Powell@23#. The inviscid
stability analysis indicates that a helical mode instability exists for
21.5,q,0.074, whereq52G/2paWd , with maximum insta-
bility growth rate atq520.458. HereG is the vortex circulation,
a is the vortex core radius, andWd is the maximum axial velocity
deficit (Wd[W2wcenter) within the vortex core. It is noted that
for this value ofq andWd.0 only wake vortices with circulation
of a positive sign will be unstable to the axial flow instability. The
vortex circulation is proportional toUd times the dimensionless
time period of vortex shedding, 1/St. By fitting a Gaussian vor-
ticity distribution to the far wake vortices computed for the Re
5300 case, we findG/Ud>0.5/St anda/d>0.5. Using the com-
putational estimateWd>0.2W for the vortex axial velocity deficit
givesq>24.0U/W. This estimate indicates that vortex axial ve-
locity deficit will lead to instability of the Ka´rman vortices for
W/U.2.7 ~or f.70 deg), with maximum instability occurring at
W/U58.7 ~or f>83 deg). The axial velocity deficit is about 50%
greater than this far-wake estimate at the location where the vor-
tices first form in the near wake, which yields a critical near-wake
yaw angle off>61 deg and maximum instability atf>80 deg.

Inclusion of viscous effects in the stability theory both inhibits
the inviscid instability modes and introduces new viscous modes
with longer axial wavelength than the dominant inviscid mode,
@24#. These new viscous modes have growth rates of about two
orders of magnitude smaller than the most unstable inviscid mode,
and would hence be dominated by the inviscid instability modes
in the current problem. Sufficiently high viscosity can eliminate
the inviscid instability, where for helical-mode perturbations
Mayer and Powell@23# report that instability is eliminated for
axial-flow Reynolds numbers below the critical value 13.9. For
the current study the axial-flow Reynolds number at the condition
of maximum inviscid vortex instability isWdd/n>0.2(W/U)Re
>0.238.733005522, for which case the analyses of Mayer and
Powell @23# and Khorrami@24# suggest that viscosity will have a
small effect on the underlying inviscid instability for the helical-
mode perturbation.

The effect of combination of the axial flow vortex instability
with the three-dimensional instability of a vortex street,@25#, is a
topic requiring further investigation. It should be kept in mind that
the vortex axial velocity deficit will increase with increase in Rey-
nolds number, causing the limiting yaw angles at instability onset
and maximum instability to be somewhat smaller than the esti-
mates given above for flows with substantially higher Reynolds
numbers.

7 Conclusions
A study is reported of the wake dynamics of a yawed circular

cylinder in the quasi-two-dimensional idealization. A perturbation
analysis is used to motivate the restriction that, for finite-length

Fig. 7 Variation of axial force coefficient with time for cases
with Re Ä100 „solid curve … and ReÄ300 „dashed curve …

Fig. 8 Variation of cross-stream vorticity magnitude on the
cylinder surface as a function of azimuthal angle for Re Ä100
„solid curve … and ReÄ300 „dashed curve …
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cylinders at moderate and large yaw angles, the quasi-two-
dimensional approximation is valid at positionsL along the cyl-
inder where the ratio of cylinder diameter toL is much smaller
than the ratio of normal to axial freestream velocity components.
The equations of motion in the quasi-two-dimensional theory can
be scaled to eliminate dependence on the yaw angle, such that the
cross-stream Reynolds number is the only dimensionless param-
eter occurring in the governing equations. The cross-stream veloc-
ity field is determined by the axial vorticity and is the same as for
a purely two-dimensional flow. Both the axial vorticity and the
axial velocity fields are governed by an advection-diffusion equa-
tion. The cross-stream vorticity components are controlled by a
combination of diffusion and advection and stretching by the
cross-stream flow field, with no generation of cross-stream vortic-
ity at the cylinder surface. The cross-stream vorticity is shed in
thin sheets both above and below the cylinder, which wrap around
the Kárman vortices in the cylinder wake. The resulting induced
axial velocity deficit within the Ka´rman vortex cores measures
between 20–30% of the free-stream axial flow speedW within the
computational region, which spans about 10 cylinder diameters.
Both the cross-stream vortex sheets in the cylinder near-wake re-
gion and the axial flow deficit within the downstream vortex cores
may lead to instability of the vortex street and breakdown of the
Independence Principle at large yaw angles for fully three-
dimensional flows.
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Modeling Film Dynamics in Spray
Impingement
A numerical and analytic study of film formation and evolution during spray impingement
is presented. For the part of the film which excludes drop impact locations, the governing
equations reduce to a convenient form that can be exploited using a Lagrangian particle
method. At impingement points the source terms for mass and energy are calculated based
on conservation principles and phenomenological results. It is shown that during the
period where most of the film evolution takes place, the effect of gas shear and surface
tension are negligible. Numerical testing is performed to ensure convergence. Compari-
sons to spray impingement experiments consisting of film extension and thickness mea-
surements yield reasonable agreement with the exception of the shallow angle impinge-
ment case where it is suspected that the total mass deposited is overpredicted.
@DOI: 10.1115/1.1523064#

1 Introduction
Predicting the liquid film movement and the details concerning

the mass distribution in the deposited film is of particular impor-
tance in spray impingement applications since it provides infor-
mation such as the total surface area available for evaporation and
the extent of wetting. Two methods presently exist for simulating
the film dynamics. The first one is based on applying the conser-
vation laws employing a control volume balance~Stanton et al.
@1#, Ahmadi-Befrui et al.@2#, and Foucart et al.@3#! or integrating
the conservation equations along the coordinate normal to the sur-
face and employing a finite volume method to solve the resulting
equations~Bai and Gosman@4#!. The trouble arising from the
numerical diffusion of the film edge is a major hurdle to this
approach, but it can most likely be overcome with high-resolution
methods. Alternatively, another approach used is a particle-based
formulation such as the one employed by O’Rourke and Amsden
@5,6# which tackles the film edge diffusion problem.

The film inertia has commonly been assumed to be negligible in
some of these studies. But this assumption has been shown to be
valid only under special conditions as reported by Bai and Gos-
man@4# in their investigation of the criteria for local equilibrium.
Therefore, in general the unsteady and convective terms should be
included in the film equations.

It is common to find in the literature~@1–6#! spray impingement
source terms for mass, momentum, and energy directly imple-
mented into the governing equations. But these equations are ar-
rived at by making some crucial assumptions, e.g., neglect of
surface tension, very small film surface disturbances, etc . . . , that
are violated at impingement sites. Therefore in order to have a
consistent formulation between the assumptions made and the
governing equations employed we treat these two regions of the
film separately. In the region excluding impingement sites we be-
gin with the Navier-Stokes equations and after making certain
arguments about the physical characteristic of the film we reduce
these to a convenient form which is readily solved in a
Lagrangian-based scheme. A nondimensional criteria for neglect-
ing surface tension is presented, which shows that as the film
velocity decays to zero it becomes increasingly hard to neglect
surface tension. Estimates show that gas shear has a negligible
effect excluding cases where high velocity gas flows are present.
The treatment given at impingement sites is based on energy con-
servation of drop impact events and on experimental correlations.
A number of numerical tests are performed to ensure numerical

convergent results of the particle method. The model is then ap-
plied to spray impingement cases and the predictions compared to
experiments.

2 Derivation of Film Equations
The film equations are derived in a region of the film which

excludes locations where drop impact is occurring and hence is
void of impingement source terms. As noted in the Introduction,
some crucial assumptions do not hold in these locations. Treat-
ment given at these impact sites is discussed in the numerical
implementation section.

The velocity field u can be represented asu5u1e11u2e2
1u3e35uses1u3e3 , wherees points in the direction of the film
flow tangent to the surface ande3 or n is the outward normal to
the surface. The coordinate system used is the Dupin coordinate
system,@7#, in which the corresponding metric coefficients are
given by (h1 ,h2,1) and the coordinates by (z1 ,z2 ,z3). The gra-
dient operator is split into a surface gradient and normal gradient,
i.e., ¹5¹s1e3]/]z3 and the surface curvatureJ is given by

J52S 1

h1

]h1

]z3
1

1

h2

]h2

]z3
D . (1)

For a Newtonian, incompressible fluid, continuity gives

¹•u5¹s•us1
]u3

]z3
2u3J50 (2)

and momentum

]

]t
~us1u3!1S us•¹s1u3

]

]z3
D ~us1u3!

52
1

r S ¹s1e3

]

]z3
D p1nS ¹s

21
]2

]2z3
2J

]

]z3
D ~us1u3!1geg .

(3)

To nondimensionalize these equations we introduce the film
characteristic length and depthL and l, respectively, whereL
@l. Similarly the characteristic tangential velocityU is much
greater than the corresponding value of the normal velocityw.
These arguments are commonly referred to as the thin film as-
sumptions in the literature. From these relative magnitudes, it is
expected that derivatives along the normal coordinate are much
greater than tangential derivatives. Consequently, the appropriate
time scale should correspond to the momentum diffusion in the
normal direction, i.e.,l2/n. The nondimensional quantities that
are introduced are
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Since the pressure spike, which occurs at each drop impact
event during spray impingement, is heavily localized around the
impingement site,@8#, and we are excluding this region in the
analysis for the moment, the pressure gradient term is dropped in
the momentum equation. Nondimensionalizing the governing
equations gives
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for continuity and
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for momentum. We will restrict our attention to surfaces that are
sufficiently smooth for whichLJ is at mostO(1). For thetype of
applications that we consider here, which are geared towards in-
jection of liquid by means of pressure atomizers, the typical film
velocity is of O(10)-O(1) m/s. Velocities that are much lower
thanO(1) m/s do not account for any substantial displacement of
the film in the time frame characteristic of impingement duration.
~As will be shown later, as the surface velocity decays to zero it
becomes increasingly difficult to neglect surface tension effects.!
The characteristic length of the film isO(1022) m and the film
depth ranges betweenO(1025) andO(1024) m. The viscosity is
O(1023) kg/m-s and the density isO(103) kg/m3. Overall this
results in the following ranges for the nondimensional quantities:
Rel varies betweenO(10) and O(103), l/L varies between
O(1023) andO(1022), and the factor (l2g)/nU appearing in the
body force is at mostO(1021). Therefore, if we consider only the
dominant terms, continuity results in

¹s•us1
]u3

]z3
50 (7)

and momentum

]us

]t
1us•¹sus1u3

]us

]z3
5n

]2us

]2z3
. (8)

Thus we see that under the aforementioned conditions, which
again excludes the impaction sites, the film momentum equation
to leading order is an unsteady-convective transport equation with
wall-friction and negligible body forces.

We would like to express the momentum conservation, Eq.~8!,
in Lagrangian form in anticipation of the numerical implementa-
tion which utilizes a particle method. We have then

dus

dt
5n

]2us

]2z3
, (9)

with the following boundary and initial conditions

us~0,t !50,
dus~h~xp!,t !

dz3
5g, and us~z3,0!5w~z3!.

(10)

Hereh(xp) is the film height at the Lagrangian particle location.
The solution is

up~z3 ,t !5(
n50

`

Cn expS 2
n

@h~xp!#2 bn
2t D sinS bnz3

h~xp! D1gz3 ,

(11)

with

Cn52E
0

1

w(zh~xp!sin~bnz!dz22E
0

1

gh~xp!z sin~bnz!dz,

(12)

wherez5z3 /h(xp) andbn5p/21np.

2.1 Effect of Induced Gas Shear. The boundary condition
at the top of the film, i.e., at the gas-liquid interface, is the conti-
nuity of the shear stress as one crosses the interface

]us
l

]z3
5

mg

m l

]us
g

]z3
, (13)

which is valid for a constant surface tension coefficient (¹ss
50). The subscriptsg and l denote, respectively, the gas and
liquid side. Because of the vast difference in magnitude of the gas
and liquid viscosity and the very thin thickness for the film, it is
expected that the gas-induced shear would be negligible. To esti-
mate this conjecture, consider for example the shear stress as a
result of gas flow moving at 10 m/sec, 1 mm away from the wall,
using for instance the wall functions presented in Ref.@9#. This
gives a value formg(]us)(]z3)g of approximately 0.6 kg/m-sec2,
which corresponds to a velocity gradient at the liquid-gas inter-
face, (]us)(]z3) l5g of 600 1/sec.

To investigate the effect this has on the velocity solution, con-
sider first Eq.~12!, i.e., the calculation of the Fourier coefficient,
Cn . The first term accounts for the initial velocity profile and is
typically of O(101)2O(100) m/s. Reminding ourselves that typi-
cal film heights in spray impingement applications are
O(1025)-O(1024) m, the second term which accounts for the
velocity gradient imposed by the gas shear has a magnitude of
O(1023)-O(1022) m/s. Hence we can neglected it in the calcu-
lation of Cn . If we now look at the velocity solution given by Eq.
~11!, we see again that the second term accounting for shear can
also be neglected. Therefore, the solution for film velocity shows
that the effects of gas-induced shear stress can be safely ignored
which translates to]us(z3 ,t)/]z350, and consequently the solu-
tion for the film velocity becomes

us~z3 ,t !5(
n50

`

An expS 2
n

@h~xp!#2 bn
2t D sinS bnz3

h~xp! D , (14)

where

An52E
0

1

w~zh~xp!!sin~bnz!dz. (15)

This equation is valid for most of the evolution of the film as a
result of spray impingement. Once the film has sufficiently slowed
down, e.g.,!0~1!m/s, or in the presence of fast moving gas
streams, the huge difference in gas to liquid viscosities is not
enough to cancel the effect of gas shear.

2.2 The Effect of Surface Tension. We have shown that the
momentum equation to leading order is given by Eq.~8!, which
can be integrated over some arbitrary volumeV5S3l of the film
that extends from the bottom to the top surface yielding
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This equation shows that the film exists in balance between inertia
and the wall friction force. Shrinking the volume to some cylinder
of small radiuse, we have

2
r

tc
Upe2l1m

U

l
pe250, (17)

where the negative sign is introduced to indicate a decrease in
inertia with time. Recognizing that the characteristic timetc is
l2/n, we can introduce it above to show that both the inertia and
wall friction are expressed bym(U/l)pe2. If surface tension is to
be neglected in the momentum balance of an arbitrary volume its
contribution must be much smaller thanm(U/l)pe2.

The surface tension force density can be described by the fol-
lowing integral:*Af

snJ(x8)d(x2x8)dS(x), @10#, whereAf is the

gas-liquid interface of the film,@10#, and d(x2x8) is a three-
dimensional delta function. Integrating this quantity over the same
volume V gives *SsnJ(x8)dS(x8), and allowing this volume to
shrink as before we getsn•esJspe2. HereJf is the local curva-
ture of gas-liquid interface. Hence for surface tension to be ne-
glected the following condition must be satisfied:

m
U

l
pe2@s~n•es!Jfpe2. (18)

Sincen•es51 is the upper bound of the surface tension contribu-
tion, a more limiting condition is

sJfl

mU
!1. (19)

The most apparent implication of this equation is that for a flat or
nearly flat film surface, we can neglect the effect of surface ten-
sion. In spray impingement, however, this condition is for the
most part not met since the impact of numerous drops inevitably
leads to surface disturbances. But as long as these disturbances
are not too significant and the film velocity is sufficiently large,
the neglect of surface tension can be justified. As the film velo-
city decays, however, it becomes increasingly difficult to ig-
nore its effects. Fortunately, at this stage the film is not evolving
as fast, such that the predictions of film extension are not affected
drastically.

The modeling of film dynamics from spray impingement re-
quires modeling of the incident spray and the associated gas flow,
therefore, it is prohibitively expensive to compute a full three-
dimensional simulation of the film and impingement events in-
cluding the necessary calculation of the interface curvature essen-
tial in incorporating the surface tension force. It is for this reason
that a two-dimensional model of the film, which cannot capture
accurately the surface tension, is preferred. This analysis shows
that for the major part of the film spreading period this approach is
justified.

3 Numerical Implementation
For the numerical simulation of the film dynamics we employ a

particle method. In this approach numerical particles are used to
solve the governing equations and to represent local mass and
momentum. For our particular application, we deviate from the
classical particle methods in two aspects. First, the solution of the
equations is not fully Lagrangian; we indirectly employ one grid-
based parameter, namely the film thickness. Second, the equations
are not solved on a grid and then interpolated back to the particles
as in the particle-in-cell~PIC! method. In our work, the equations
are solved on a particle basis employing an analytical solution.
This solution depends on the value of the film thickness evaluated
at the particle location,h(xp), which is obtained from a cell-based
film thickness as follows:

h~xp!5(
a

h~xa!S~xp ,xa!, (20)

where the quantities with subscriptsa andp denote cell and par-
ticle based quantities, respectively. The functionS(xp ,xa) is an
interpolation kernel having the following properties:

(
a

S~x,xa!51

E E
a
S~x,xa!dx5Aa . (21)

The surface area corresponding to the wetted area in a cell in-
dexed byxa is denoted byAa . The value forh(xa) is calculated
directly from h(xa)5V(xa)/A(xa), where V(xa) is the liquid
volume of film in cellxa . In terms of film particle volume,Vp ,
this gives

h~xa!5
(pS~xa ,xp!Vp

Aa
. (22)

Substituting this expression into Eq.~20! gives the film thickness
evaluated at the film particle location

h~xp!5
(a@( jS~xa ,xj !Vj #S~xp ,xa!

Aa
, (23)

where the sum,j, is over all particles. In the present model
S(xa ,xj ) takes the nearest-grid-point form, in whichS(xa ,xj )
51 if xj lies in the cell indexed byxa and is assigned a zero value
otherwise.

If mp is the particle mass, its conservation equation states

dmp

dt
5Ṁevap, (24)

i.e., film particle mass decays with evaporation~evaporation ef-
fects are incorporated from the work of O’Rourke and Amsden
@5#!.

As the particle position evolves through time, it does so in
discrete changes of position corresponding to the discretization in
time. As a consequence the film thickness field also displays this
discrete nature, which can be exploited by noting that within a
given time interval (t i ,t i1dt) the local film thickness is constant
~the subscripti is used to denote quantities evaluated at that par-
ticular time-step!. Therefore, the evolution of the velocity profile
at the particle location can be performed using Eqs.~14! and~15!
and the final profile corresponding tot i1dt calculated. In the next
time-step the final velocity profile of the previous time-step is
used as initial conditions,w(z3), and the velocity Eq.~14! subse-
quently solved.

The description of the film velocity involves three dimensions,
i.e., through the particle position on the surfacexp and z3 . This
three-dimensional computation is prohibitively expensive to per-
form and is not justified with the level of assumptions incorpo-
rated into the present model. Therefore, the particle velocity is
averaged over the normal coordinatez3 , giving

ūp
i 5(

n50

N
An

i

bn
expS 2

n

@hi~xp!#2 bn
2t D . (25)

The summation in this equation is truncated, since good accuracy
is achieved with only a few Fourier modes~shown in the results!.
Even though we numerically solve for an averaged solution,
knowledge of the profile in the normal,z3 , direction is still
needed. The velocity profile implemented in our model has a cu-
bic form in the region occupied by the boundary layer, whose
height is given byl (xp), and has an undisturbed velocityV in the
region bounded byl (xp) and h(xp). As the profile evolves with
time, the boundary layer grows to fill the entire film thickness.
The cubic form is given asup(z3 ,t)/V5ah1bh21ch3, where
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h5z3 / l (xp). Immediately this profile satisfies the no-slip bound-
ary condition. The determination of the constants comes from the
following three additional conditions,@11#,

up~ l ,t !5Uo ,
]up~ l ,t !

]z3
50, and

]2up~0,t !

]2z3
50, (26)

which givea53/2,b50, andc521/2. ~The last condition above
is obtained directly from Eq.~9! evaluated atz350.) The result is
a film profile described as

(27)

In terms of the undisturbed velocity,Vi , and a nondimensional
boundary layer height defined as the ratio of boundary layer
height to film thickness, namelyd i[ l i(xp)/hi(xp), the average
velocity takes the following form:

(28)

3.1 Modeling DropÕFilm Interactions. In a typical spray
impingement situation that consists of thousands of droplets col-
liding for the most part on a wetted surface from previous colli-
sions, it is prohibitively expensive both in time and memory to
compute the details concerning each individual impact. It is also
not necessary or of no interest to simulate the film dynamics at
that level of resolution. What is necessary is the ability to predict
and understand the dynamics of the film at a more global level.
For this reason the overwhelming details concerning individual
drop impacts are simplified by incorporating models. For ex-
ample, the treatment of drop/wall interactions in previous studies,
@2–4,12#, has been done by implementing source terms to repre-
sent the contribution of mass, momentum, and energy of drop
impact on the film. These source terms are then introduced di-
rectly into the governing equations, which are generally integral
balance statements for mass, momentum, and energy. It is impor-
tant to keep in mind, however, that some major assumptions are
clearly violated at the impingement site, and that modeling drop/
film interactions in terms of volumetric sources is simply an op-
tion among others in treating drop/film collisions.

The drop/film impact characteristics that are of relevance to the
overall film dynamics are mass deposited and the momentum ex-
erted on the film by the collisions. The mass deposited is typically
taken from experimental correlations reported in the literature and
the momentum contribution is modeled. For instance, in various
studies an impact pressure is assigned to the collision site. The use
of the impact pressure in the literature,@1,3,6#, is particularly
troublesome, however, because it directly introduces a depen-
dence on numerical parameters, not physical conditions. As the
droplet collides, the impact pressure is of the order of the water
hammer pressure as shown by Engel@8#, not the stagnation pres-
sure as typically cited in the literature. In addition the pressure is
very localized to the immediate vicinity of the impaction site. In
previous models this pressure is averaged over the entire compu-
tational cell. The implication is that with variable cell sizes, the
same physical phenomenon gives different results. The droplet
impact also has a very time-dependent behavior,@13#. Numeri-
cally, the interpretation of this phenomenon given in previous
works,@1,3,6#, inherently assigns a period of duration correspond-
ing to the current time-step, and again the simulation of the physi-
cal phenomenon is artificially dependent on numerical parameters.

The approach taken here is fundamentally different from the
one above. In our approach we inevitably make assumptions with
regards to the manner in which energy and mass is distributed
upon impact, but it is easier to separate the physics of impinge-

ment from numerical dependencies. The deposition of mass onto
the film that occurs during an impingement event~splashing or
nonsplashing! is directly accounted for by the creation of a film
particle having the deposition mass. This deposition mass is cal-
culated from the mass fraction ejection measurements of Yarin
and Weiss@14#, and the correlation develop in@15#, namely

Y50.83@12exp~Ky2Ky,crit!# (29)

where Y is the fraction of the incident droplet’s mass that is
ejected upon impact, hence the fraction 12Y is deposited, and

Ky5
1

L3/8 ~Oh22/5We!5/16

Oh5
m

Adosr

We5
rwo

2do

s
. (30)

Here the incident droplet diameter is given bydo and the normal
incident velocity bywo . The critical value forKy is 17, Ky,crit
517, which implies that drop impact events for whichKy
,Ky,crit result in complete deposition. The Weber and Ohnesorge
numbers are, respectively, given by We and Oh.

For the momentum and energy exerted on the film, rather than
simulating directly the impingement pressure and enduring its
highly temporal and spatial nature, in this work we try to model
the effect of the pressure, which is to spread the mass and mo-
mentum from an impinging drop to the surrounding area. In this
sense the droplet impingement event can be interpreted as an
analogous jet impingement case. The treatment varies depending
on whether the impinging droplet completely adheres to the sur-
face or splashes.

We consider first the splashing case and state the energy con-
servation applied to droplet splashing as

1

2 S 4

3
prr o

3DUo
21s4pr o

2

5crown surface energy1crown kinetic energy

1kinetic and surface energy of secondary droplets. (31)

A mathematically detailed form of this equation including calcu-
lation of each of the terms as a function of We, Re, and film height
is given in Ref. @16#. The terms on the LHS are the incident
droplet kinetic and surface energies respectively. Out of all the
different forms in which the incident energy appears after splash-
ing, the only two that remain on the film are the crown surface
energy and the crown kinetic energy. The secondary droplet con-
tributions are clearly lost as well as the energy dissipated. The
initial kinetic energy assigned to the newly created film particle
from this collision corresponds to the crown kinetic energy. The
crown surface energy is not necessarily neglected in this assump-
tion, since it continues to exist as a result of the additional surface
area of the disturbances created by the impact. Thus for each
particle created, we have

1

2
mp~Vi 50!2S 12

3

8
d i 50D 2

5crown kinetic energy (32)

where the term on the LHS is the kinetic energy of the wall film
particle. The velocity that appears here is the normal average
given in Eq. ~28!. We initially assigned the newly created film
particle a negligible boundary layer height ofd i 5050.001 and
calculateVi 50 based on Eq.~32!. With respect to the mass as-
signed to this particle,mp , this value is given bymp5mo(1
2Y).

Turning to the case where the incident droplet completely de-
posits on the surface, the mass balance impliesmp5mo . The
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energy balance during impact presented above is simpler since the
secondary droplet quantities are absent, and hence all of the inci-
dent energy is diverted to the new surface energy, kinetic energy
on the film, and energy dissipated. We will ignore the energy
dissipated since it was observed in previous work,@16#, that this
term was minor. A trend, that was noted in Ref.@16#, was that the
crown surface and kinetic energies normalized with respect to the
incident droplet kinetic energy were roughly equal throughout the
ranges in We, Re, and nondimensional film height. What this im-
plies is that relative to the incident kinetic energy the crown sur-
face and kinetic do not change significantly for various drop im-
pingement conditions~for practically all collisions events the
Weber is such that almost all the incident energy is kinetic!. We
assume that this trend still holds for the deposition case and con-
sequently the incident energy is divided equally into kinetic and
surface energy, giving

1

2
mp~Ui 50!2S 12

3

8
r s

i 50D 2

5
1

2 S 1

2
moUo

2D (33)

or simply Ui 505AUo
2/2 ~i.e., r s

i 50 is negligible!.
The initial trajectory, on the surface plane, for the newly created

film particle is assigned stochastically from the angular distribu-
tion presented by Naber and Reitz@17#. Physically, this distribu-
tion represents the film height as a function of azimuthal angle for
a liquid jet impinging obliquely on a surface, and hence bears
similarities with the situation of droplet impingement.

Now that the initial condition for the particle mass and velocity
characteristics have been presented what follows is a sketch of the
algorithm employed in the computation of film evolution. De-
pending on whether the incident droplet splashes or not the ap-
propriate calculation ofVi 50 is made based either on Eq.~32! or
Eq. ~33!; d i 50 is again set equal to a negligible small value of
0.001. This defines the initial velocity profilewo(z3) from which
the Fourier coefficients are calculated using Eq.~15! and the film
thickness computed from Eq.~23!. The film particle is displaced
according to Eq.~25! and the average value,ūp

i (dt), calculated at
the end of the time-step. From this average value the quantities
Vi 11 andd i 11 ~appearing in Eq.~28!! can be computed, that is,
the boundary layer height is systematically incremented, while
keeping the undisturbed velocityVi 11 constant. Once the bound-
ary layer reaches the film height, thenVi 11 is calculated from the
average velocity andd i 11 stays at 1. This entire process is re-
peated until the film particle comes to rest.

4 Results

4.1 Numerical Details. The film evolution model presented
in this paper is implemented into the KIVA-3V code,@9,18#,
which solves the unsteady equations of a turbulent gas flow
coupled to the equations governing a vaporizing spray. The gas-
phase solution is based on a finite volume method called the ALE
~arbitrary Lagrangian-Eulerian! method, @19#. Treatment of the
turbulence is through the standardk-e model. The droplets in the
spray are represented by a discrete-particle technique,@20#, in
which each numerical particle or parcel denotes a group of physi-
cal particles having the same properties~i.e., diameter, velocity,
and temperature!.

4.2 Numerical Testing. The film model as described in the
numerical implementation section is first isolated from the re-
mainder of KIVA-3V and tested to determine the necessary con-
ditions that must be met in order to ensure accurate and conver-
gent numerical predictions. In all of the tests a prescribed quantity
of fuel mass is deposited in a specified region about the center of
the computational domain, such that the initial film momentum,
film mass, and extent of surface wetting are the same. There are
four numerical parameters that enter into our model and that we
investigate they are

1. size of time-step,
2. number of Fourier modes,
3. grid size, and
4. particle number density.

The results for the tests are presented in terms of film momentum
versus time. Normalization is done by respectively dividing
through by the initial momentum and lifetime of film motion.

The first plot, shown in Fig. 1, presents the sensitivity to time-
step size. We conclude from this plot that once the time discreti-
zation is smaller than 5% of the lifetime, the predictions have
converged. In our KIVA-3V runs the ratio of time-step size to film
lifetime is approximately 3.0e-3, well below this 5% mark. Also
the ratio of time-step size to characteristic time,l2/n, varies in
the range ofO(1021)2O(1023).

In the following plot, shown in Fig. 2, the error incurred by
truncating the infinite series is investigated. As a reminder the
analytical solution is given in terms of a truncated infinite series

Fig. 1 Time-step size sensitivity presented in terms of dt Õt lf ,
NwÄ400, average particle density Ì39, and n Fourier Ä6

Fig. 2 The effect of truncating the number of Fourier modes in
the film velocity solution, NwÄ400, average particle density
Ì40, and dt Õt lfÄ0.005
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Eq. ~25!. The different curves correspond to the number of Fourier
modes employed in representing the velocity profile. Once five
Fourier modes are employed (nfourier54) the solution converges.
In the KIVA-3V computationsnfourier56 is employed.

The third plot examines the issue of grid size sensitivity. Note
here that the important parameter is not the grid refinement over
the entire computational domain, but the refinement in the wetted
region where the film exists. Therefore, the relevant parameter is
the number of cells that are occupied to some extent by the film,
i.e., the number of wetted cellsNw . It should also be noted that in
our Lagrangian formulation of film dynamics, differentiation
along directions tangential to the surface do not exist, and hence
discretization errors of this type are not introduced. However, the
film height calculation depends on grid resolution, and thus it is
important to shown that with increasing resolution a convergent
result is obtained. This is what is shown in Fig. 3. When the film
region is resolved by at least a hundred cells, our results are suf-
ficiently close to the converged solution. In our KIVA-3V calcu-
lations the film is typically covered by over 200 cells.

The last numerical parameter that affects the solution is the
average particle number density. This is simply calculated by di-
viding the total number of film particles by the number of cells
representing the film. It is expected that with a sufficiently high
density convergence is guaranteed, and since the particle density
tends to decrease as the film spread, the parameter reported is the
final and lowest value of particle density. We see that once the
average number density exceeds'15 we have approached suffi-
ciently the converged solution~see Fig. 4!. The implications for
grid refinement is that as the grid size is decrease this requires a
corresponding increase in the total number of particles introduced
in the computation. In our KIVA-3V computations this number
density was approximately 40.

4.3 Comparison to Experiments. The computational pre-
dictions of film edge evolution and film thickness are compared to
experiments performed by Mathews et al.@15,21#. The experi-
ments consists of isooctane injection into a quiescent environment
using a pintle-hole injector. The spray pulse is 8.45 ms which
corresponds to 15.6 mg of fuel delivered, and the spray tip is
located 10 cm from a Plexiglass surface where impingement oc-
curs and is monitored. Three different orientation angles are
chosen for the study, namely 30 deg, 45 deg, and 60 deg from

normal. The typical incident drop velocities and sizes are 20 m/s
and 300mm for SMD. Additional experimental details are re-
ported in Ref.@15#.

In the experiments a number of impingement events are used to
obtain film front and width time series. The film front is defined as
the distance between the film edge with respect to the center of the
impingement area in the forward direction, and the film width is
the widest part of the film. In the experiments, however, what is
measured is not the film edge but the location of maximum sur-
face curvature, which is approximately 1 mm short of the film
edge. For this reason, the computations compensate for this dis-
crepancy with the aim of establishing more consistency in the
comparisons.

The results for film front displacement are shown in Fig. 5. The
time in these figures is referenced to the onset of injection. Overall
reasonable agreement is observed, specially for the 30 deg and 45
deg cases. Initially, there is a discrepancy in all three curves. This
discrepancy, however, is not seen in the following figure which
displays film width predictions. This leads us to believe that there

Fig. 3 Grid size sensitivity presented in terms of the number
of cells occupied by the film at tÄ0, n Fourier Ä6, average particle
density Ì40, and dt Õt lfÄ0.005

Fig. 4 Convergence with respect to the average number den-
sity, n Fourier Ä6, dt Õt lfÄ0.005, and NwÄ400

Fig. 5 Film front displacement versus time
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is good possibility that our computations are not in exact agree-
ment with measurements of the location of the impingement cen-
ter; specially, since this reference point is difficult to identify pre-
cisely in the experiments. Nevertheless, our numerical predictions
overestimate somewhat the slope of film front displacement. The
leveling of the curves aroundt518 ms as well as the final film
extent is, however, predicted fairly well, with the exception of the
60 deg case. We believe that the overprediction occurring for the
60 deg case is caused by an excessive amount of mass adhering to
the wall in our calculations. To investigate this, Table 1 presents
values for computed mass fraction deposited as a function of in-
cident angle.

For steeper angles of impingement a greater proportion of inci-
dent droplets splash and consequently less mass is deposited. This
tendency is explained by considering the behavior of the nondi-
mensional parameterKy ~Eq. ~30!!. The normal velocity compo-
nent varies with cos(u), whereu is the angle between the normal
direction and incident velocity vector. Therefore, shallow im-
pingement angles result in droplets having lower values ofKy ,
which means lower number of droplets overcoming the splashing
threshold given byKcrit .

Mass fraction measurements,@22#, indicate that roughly 60% of
the mass adheres to the wall for all three impingement angles~The
measurements are difficult to make and therefore are not very
accurate.! We can argue that the 30 deg and 45 deg cases are close
enough to this value, but the 60 deg case is definitely too high.
The larger deposition fraction is responsible for the more accen-
tuated discrepancy. The larger deposition mass fraction also points
to another possible mechanism for removing liquid from the film
during shallow angle impingement, which is at present unac-
counted for with the splashing criteria of our model. We suggest
that for droplets approaching the film at shallow angles, their im-
pact with the wavy film surface could atomize some of the liquid.
At present no knowledge of this mechanism of single droplet im-
pacting on a solid dry or wetted surface has been reported in the
literature,@14,23–25#, because in these studies the conditions are
purposefully designed to exclude any of the complications found

in practical situations such as spray impingement. Future work in
splashing or atomization criteria should, however, consider the
possibility of this film stripping mechanism.

The comparisons of computed versus measured film width evo-
lution are shown in Fig. 6 for the three impingement angles. Over-
all, good agreement is observed. The previous problem with the
initial discrepancy is absent in this plot, although the computed
slope is slightly larger than the measurements. The predicted film
displacements come to stop at around the same times as in the
measurements and the final width of the computed film is well
predicted.

All the impingement angles give approximately the same film
width at the end of the film evolution. This is true for both ex-
periments and computations. There are differences, however. In
the pattern observed in the experiments the final film width be-
comes slightly narrower with shallower impingement angles. Al-
though this angle-to-angle variation is within the uncertainty of
the measurements, it is physically reasonable to assume that for
shallower impingement angles there is less of a tendency to spread
the impingement mass uniformly around the site, and more of a
tendency to move this mass in the forward direction. The effect
would be a narrower film width and a much greater film front

Fig. 6 Film width displacement versus time

Fig. 7 Film thickness at the end of film evolution 30 deg

Fig. 8 Film thickness at the end of film evolution 45 deg

Table 1 Mass fraction deposited as a function of incident
angle

angle, degrees 30 45 60
mass fraction deposited 0.47 0.63 0.92
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displacement. In the computations, due to the fact that more mass
adheres with shallower impingement angle, this effect is nullified
and the result is a slightly larger film width with shallower im-
pingement angles. These angle to angle differences are relatively
small, however.

To study the distribution of mass in the film, film thickness
predictions at different points in the forward direction measured
from the center of the impingement area are computed and com-
pared to experiments,@21#. The results of these comparisons are
shown in Figs. 7, 8, and 9 for 30 deg, 45 deg, and 60 deg respec-
tively. The discrete nature of the computations is a result of the
nearest-grid-point interpolation treatment when assigning cell
quantities from particles quantities~see Eq.~23!!. The average
values shown in the measurements have an experimental error of
approximately 8mm. The uncertainty bar shown for each data
point does not correspond directly to this error but to the standard
deviation corresponding to ten measurements. It is expected that
this deviation is in part due to disturbances present in the film due
to spray impingement.

The numerical predictions show reasonable agreement with ex-
periments, although the film thickness is somewhat overpredicted
specially for the 60 deg impingement. We believe that the com-
puted mass adhered is responsible for this behavior. One trend to
be noted is that with shallower impingement angles, the film
thickness profile becomes steeper as relatively more mass is trans-
ported from the impingement region to the edge of the film. This
is due to a higher momentum component in the forward direction
for incident droplets approaching the surface at shallower im-
pingement angles. This effect, which is present in experiments, is
also reproduced in the computations.

5 Conclusion
The governing equations for a liquid film formed during spray

impingement have been derived with specific treatment given in
the impingement sites. This is necessary since some essential as-
sumptions that are taken to simplify the complexity of the Navier-
Stokes equations do not hold at impingement regions~e.g., surface
tension, surface disturbances<film height, etc . . . !. The reduced
form of the momentum equation is an unsteady-convective equa-
tion with wall friction. The assumptions of negligible gas shear
and surface tension are shown to be valid for most of the film
evolution period. In particular, surface tension is shown to be
negligible only if (sJsl)/(mU)!1. However, as the film velocity
decays to zero, it is very difficult to ignore these effects and pro-
hibitively expensive to include them with the required accuracy.

Fortunately, most of the film evolution, and hence the extent of
surface wetting has taken place before these complications be-
come dominant.

The governing equations casted in Lagrangian form are solved
using a particle method. The solution found is semi-analytic and is
based on film thickness obtained from an interpolation on particle
quantities. Numerical testing demonstrates that our simulations
are convergent provided some conditions are met.

The results are compared to experiments consisting of film edge
displacement and film thickness measurements. Overall good
agreement is obtained for the 30 deg and 45 deg impingement
cases. For the 60 deg case the film front displacement is slightly
larger than the experiments. It is believed that the most probable
reason is an overprediction of the total amount of mass deposited
on the wall. Based on this belief, it is suggested that another
mechanism is responsible for the atomization of the film at shal-
low angle impingements.
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Nomenclature

An ,Cn 5 Fourier coefficients
d 5 droplet diameter

(e1 ,e2 ,e3) 5 unit vectors
g 5 acceleration due to gravity
h 5 film thickness

(h1 ,h2 ,h3) 5 metric coefficients
J 5 surface curvature

Jf 5 surface curvature of the gas-liquid interface
L 5 characteristic film spreading length
m 5 droplet/particle mass
n 5 unit vector in the surface normal direction

Nw 5 number of cells occupied by the film
p 5 pressure
r 5 droplet radius

Rel 5 Reynolds numberrUl/m
t 5 time

t f l 5 duration of film motion
u 5 film velocity
U 5 characteristic film tangential velocity
V 5 undisturbed film velocity, Eq.~27!
w 5 normal velocity or characteristic film normal

velocity
x 5 position vector
Y 5 mass fraction ejected during splashing
z 5 z3 /h

bn 5 p/21np
d 5 nondimensional boundary layer height (l /h)
l 5 boundary layer height
g 5 liquid velocity gradient at the gas-liquid inter-

face
l 5 characteristic film height
m 5 liquid dynamic viscosity
n 5 liquid kinematic viscosity
r 5 liquid density
s 5 liquid-gas surface tension

w(z3) 5 film velocity profile in the normal direction
(z1 ,z2 ,z3) 5 film coordinates

Superscripts

i 5 corresponding to time interval (t i ,t i1dt)
* 5 nondimensional quantity

Subscripts

o 5 pertaining to the incident droplet

Fig. 9 Film thickness at the end of film evolution 60 deg
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s 5 tangential
p 5 numerical particle quantity
a 5 computational cell quantity
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An Improved Neural-Network-
Based Calibration Method for
Aerodynamic Pressure Probes
Calibration of multihole aerodynamic pressure probe is a compulsory and important step
in applying this kind of probe. This paper presents a new neural-network-based method
for the calibration of such probe. A new type of evolutionary algorithm, i.e., differential
evolution (DE), which is known as one of the most promising novel evolutionary algo-
rithms, is proposed and applied to the training of the neural networks, which is then used
to calibrate a multihole probe in the study. Based on the measured probe’s calibration
data, a set of multilayered feed-forward neural networks is trained with those data by a
modified differential evolution algorithm. The aim of the training is to establish the map-
ping relations between the port pressures of the probe being calibrated and the properties
of the measured flow field. The proposed DE method is illustrated and tested by a real
case of calibrating a five-hole probe. The results of numerical simulations show that the
new method is feasible and effective.@DOI: 10.1115/1.1523063#

1 Introduction
The multihole pressure probes, such as five and seven-hole

probes, have been demonstrated to be one of the easiest to use and
the most cost-effective devices for three-component velocity mea-
surement in research and industrial environment. Based on the
measured five or seven pressure values at the probe’s tip ports and
the proper probe calibration methods, the five and seven-hole
pressure probes can be used to measure the three velocity compo-
nents, the total and the static pressures in a flow field at the loca-
tion of its tip. The calibration of such pressure probes is an im-
portant step to establish the mapping relations between the port
pressures and the properties of the flow field being measured. The
conventional calibration technique usually focuses on finding
some calibration curves based on the theory of potential fluid flow
passing a body once the calibration data of a multihole probe
obtained. Therefore, the calibrated probe has limited calibration
curves, and the measured results, normally obtained through in-
terpolating between the available curves, are, of course, only ap-
proximated.

Instead of the conventional calibration methods, Rediniotis
et al. developed a novel kind of calibration method, i.e., the
neural-network-based calibration method for the calibration of
multihole pressure probes in recent years,@1,2#. The neural net-
work technique is a computational strategy that simulates the bio-
logical process in the human brain. A neural network consists of a
series of simple, highly interconnected processing elements called
neurons. The neurons by themselves are not particularly interest-
ing, but their interconnection creates a powerful device that can
approximate arbitrary functions. Such ability of universal approxi-
mation makes neural networks very suitable to deal with highly
nonlinear problems, e.g., to calibrate the multihole aerodynamic
pressure probes. Previous studies show that the neural-network-

based calibration methods are superior to the conventional cali-
bration ones for multihole pressure probes, e.g., a neural-network-
based calibration of a multihole probe can intrinsically eliminate
the intricate tasks often encountered with a traditional calibration.
These tasks include the determination of a large number of curves
in the calibration phase of a probe, and/or the interpolation be-
tween the obtained curves in the use phase of the probe. Neural
networks can continuously approximate the calibration relations
of the probe, i.e., the relations between the five or seven port
pressures and the measured flow field properties.

Neural networks must be trained with the sample solutions, i.e.,
training sets, to possess the ability to predict a system. The tradi-
tional training algorithm, i.e., back-propagation~BP! algorithm, is
normally used to fulfill such task and was also used by Rediniotis
et al. in their probe calibration studies,@1,2#. BP algorithm is a
gradient-based method, and some inherent drawbacks~or difficul-
ties! are often encountered in the use of this algorithm, e.g., the
low convergence speed during the training, the unavoidable local
minima situation, etc. Several techniques are required and intro-
duced in the attempt to resolve these problems. Differential evo-
lution ~DE!, developed by Storn and Price@3# in recent years, is
one of the most promising novel evolutionary algorithms~EAs! to
tackle the mentioned drawbacks. The method has been empirically
demonstrated to be an effective and robust optimization method
that outperforms some of traditional EAs~SP96!. Furthermore,
DE can be easily extended for handling continuous, discrete and
integer variables, and for dealing with multiple nonlinear and non-
trivial constraints. Besides, DE is extremely simple to implement.
Although DE possesses advantages mentioned above and by Storn
and Price@3#, little is known about applying DE to train a neural
network. In this study, DE is used to train a set of feed-forward
neural networks to calibrate a five-hole aerodynamic pressure
probe. The study will show the feasibility and effectiveness of DE
in dealing with such problems.

2 Calibration Task and Data Acquisition
A five-hole pressure probe may have several possible geometric

shapes. Among these, the most widely used types include those
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with spherical and conical tips, shown in Fig. 1. Each probe tip
contains five pressure ports, with one sitting at the center of the
cone or the half-sphere, and the other four pressure ports being
symmetrically arranged in a ring downstream, with each port con-
necting to a pressure measurement device.

Figure 2 presents a schematic of pressure probe calibration test.
In a flow-mapping experiment, the local velocity vector can be
fully characterized by four variables@1,2#, i.e., the flow pitch
anglea, the flow yaw angled, the total pressure coefficientAt ,
and the static pressure coefficientAs . The two flow anglesa and
d, defined in the probe coordinate system shown in Fig. 2~b!, are
used to determine the direction of the flow velocity at the mea-
sured point, while the two pressure coefficients determine the
magnitude of the flow velocity as well as the total and the static
pressures. These four variables, also defined as output or depen-
dent variables, are regarded as functions of the five measured
pressures, i.e., the input or independent variables. These measured
pressures are normally written as in Eq.~1!, @1,2#. Two new pa-
rameters, i.e., the nondimensional pressure coefficients,Ba andBd
are introduced here.Ba andBd can also be regarded as the input
or independent variables. Therefore, calibrating a five-hole pres-
sure probe is equivalent to determining the functional relation-
ships between the input and output variables listed as below:

Input :

Ba5
p42p5

Q8
, Bd5

p12p3

Q8
(1)

where Q85p220.253~p11p31p41p5!.

Output :

a,d,At5
p22pt

Q8
, As5

p22ps

Q8
. (2)

The five-hole pressure probe studied here is a type of conical
tip. The test rig employed in the calibration is an air jet calibration
facility, including a settling chamber, a contraction section, and a
jet exit nozzle, and supplied with compressed air. The probe to be
calibrated is mounted such that its tip is right at the exit plane of
the nozzle and centered with respect to it~see Fig. 2(a)). Two
stepper motors are used to change the probe orientation corre-
sponding to the jet axis, i.e., the motors can vary the flow angles
a andd within the range of2180, 180 deg, which covers a wide
range of calibration angles. The location of probe tip is kept the
same at all probe orientations. The calibration process is fully
automated, except the stepper-motor assembly is manually oper-
ated to navigate the probe according to a user-defined array with
desired probe orientations (a i , d i , i 51, . . . ,m). At each orien-

tation, the data-acquisition system is operated to collect the data,
i.e., six pressure values. Five of them are probe tip pressures, i.e.,
pi , i 51, . . . ,5. Thesixth is the pressure within the settling cham-
ber of the calibration facility. Based on the values of the sixth
pressure and the atmospheric pressure, the jet velocityV at the
exit can be calculated by using Bernoulli’s equation. By varying
the a andd in intervals of 5 deg from240 deg to140 deg, the
total 289 (517317) data points are acquired. Such a data set can
be used to establish the functions to represent the aerodynamic
properties of the probe.

3 Neural Network Model
The artificial neural network~ANN! method is employed here

to formulate the calibration method for a five-hole pressure probe
in target of desired accuracy and wide range. The ANN perceptron
has the ability to learn through training. The general procedure of
ANN contains,@1#, the following: LetX and Y5 f (X) represent
the input and output vectors of the system to be simulated, respec-
tively. If the functionf is not explicitly known or too complicated,
and theN input-output pairs (X,Y) i , i 51, . . . ,N, are numeri-
cally known, then the idea of a neural network becomes particu-
larly attractive. During the training, the neural network ‘‘black
box’’ is represented with the training pairs, i.e., (X,Y) i , and the

Fig. 1 Configurations of the five-hole pressure probes

Fig. 2 „a… Simplified experimental scheme, „b… probe coordi-
nate system
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training algorithm will adjust its internal parameters~weights!.
Such procedure results in the ‘‘encoding’’ of the properties of
function f in different parts of the neural network. If, after the
training is completed, the neural network is presented with an
input, X, not belonging to theN training pairs, it will be able to
simulate the functionf and produce an output,Y8, which is an
approximation of the target output,Y. The error between the ac-
tual and the predicted function values is an indication of how
successful the training is. In this study, an output mean square
error ~MSE! of neural networks is defined as

MSE5
1

N (
s51

N F(
k51

M

~Ys,k2Ys,k8 !2G (3)

wherek51, . . . ,N, and s51, . . . ,M , N is the total number of
training samples, andM is the dimension of the output vectors, or
equivalently, the number of the output neurons.

Previous studies,@1–2,4–7#, have shown the successfulness of
using ANNs to model a wide diversity of systems and processes,
e.g., vortex dynamics principles,@4,5#, flight test data estimators,
@6#, control of transition from laminar to turbulence,@7#, and aero-
dynamic multihole pressure probe calibrations,@1,2#. In this study,
the ‘‘universal approximating’’ characteristics of ANNs is used,
and mapping relations between the five port pressures and the
measured flow-field properties are established within a multilay-
ered feed-forward neural network model.

Conventionally, a five-hole pressure probe can be used in three
measurement ways, i.e., ‘‘the fully flow forward-facing measure-
ment,’’ ‘‘the semi-flow forward-facing measurement,’’ and ‘‘the
nonflow forward-facing measurement.’’ In a fully flow forward-
facing measurement, the probe is required to be set in such a way
that it is adjustable in two degrees-of-freedom at the measured
point. During measurement, the probe is turned to have both flow
pitch anglea and flow yaw angled read directly from the coor-
dinate set. The measurement is done at the moment when the
probe is facing forward the flow vector is at the measured point. A
semi-flow forward-facing measurement needs the probe being ad-
justable only around its body axis, i.e., in one degree-of-freedom.
In the measurement, the probe is turned to let the flow pitch angle
being read from the coordinate set, and the flow yaw angle is
calculated from the measured pressures. The probe is installed
partly facing forward of the flow vector at the measured point. In
a nonflow forward-facing measurement, the probe is fixed at the

measured point without any degree-of-freedom. Both pitch angle
and yaw angle are calculated from the measured pressures. Con-
sidering the above three different measurement methods, a five-
hole pressure probe is usually calibrated with three different for-
mulations. When the probe is used to a real work site, especially
for the case of internal flow measurement, e.g., measurement in-
side turbomachinery, it is often impossible to implement a fully
flow forward-facing measurement due to the limited space to ad-
just the probe in two degrees-of-freedom. In current study, the
five-hole probe is only calibrated for the cases of semi-flow
forward-facing measurement and nonflow forward-facing mea-
surement.

The measured calibration data of the probe will be used as
samples to train the neural network perceptrons. The trained neu-
ral network perceptrons will then be used to predict the flow prop-
erties when the probe is used to measure an unknown flow field.
The neural networks selected to implement the calibrations of the
five-hole probe are of the four-layer feed-forward type, as illus-
trated in Fig. 3. They have two input nodes representing the two
nondimensional pressure coefficients,Ba and Bd . According to
the cases studied here, two types of the network outputs are cho-
sen. The neural network used in the semi-flow forward-facing
measurement case, shown in Fig. 3(a), has four outputs, i.e., the
two flow angles~pitch anglea and yaw angled!, and two pressure
coefficients,At ~the total pressure coefficient! and As ~the static
pressure coefficient!. The calibration relations for the nonflow
forward-facing measurement case are obviously more complicated
than those for the semiflow forward-facing measurement case. To
avoid an excessive large size in the neural network structure and,
consequently, a time-consuming training process, we adopt four
neural network perceptrons with one output node in each model,
as shown in Fig. 3(b), to calibrate the above four parameters
separately. In these networks, the output node in each perceptron
represents the pitch anglea, the yaw angled, the total pressure
coefficientAt , and the static pressure coefficientAs , respectively.
Several neural network configurations are experimented by chang-
ing the node numbers in hidden layers regarding the correspond-
ing real cases of calibration simulation. Through certain trial-and-
error processes, it is found that, for the neural network with four
outputs, the one with 16 nodes in the first hidden layer and 18
nodes in the second hidden layer performs satisfactorily; while for

Fig. 3 Structures of neural networks: „a… for the semiflow forward-facing measurement case, „b… for the nonflow
forward-facing measurement case
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the neural networks with one output, ten nodes in each of the two
hidden layers leads to reliable and effective performance.

4 Differential Evolution „DE… Method
Based on the original DE version ‘‘DE/rand/1/bin’’ developed

by K. Price @8#, we propose a modified version of differential
evolution~DE! to train the networks described in Fig. 3. Without
loss of generality, letW[1] denote the connection weight matrix
between the input layer and the first hidden layer,W[2] the one
between the two hidden layers, and,W[3] , the one between the
second layer and the output layer, for all network structures estab-
lished in the study. Further, letW5$W[1] ,W[2] ,W[3]%. Hence, the
training processes of the above neural networks with DE can be
described as follows.

Similar to all EAs, DE evolves its search process in a popula-
tion of Np candidate solutions, i.e., individuals. In this study, the
population to be evolved consists of individuals,Wi ,G

5$Wi ,G
[1] ,Wi ,G

[2] ,Wi ,G
[3] %, i 51, . . . ,Np , wherei indexes the popula-

tion andG is the generation to which the population belongs. The
population is then evolved by three basic evolutionary operations,
i.e., mutation, crossover, and selection. These three operations are
briefly discussed below.

The essential component in the DE mutation operation is the
difference vector in a population, which is the main operation
different from other EAs. The mutation process at each generation
begins by randomly selecting three individuals in the population.
The i th perturbed individual,Vi ,G115$Vi ,G11

[1] ,Vi ,G11
[2] ,Vi ,G11

[3] %,
is therefore generated based on these three selected individuals as
in the form

Vi ,G11
[ j ] 5Wr 3 ,G

[ j ] 1F•~Wr 1 ,G
[ j ] 2Wr 2 ,G

[ j ] ! (4)

where, j 51,2,3, i 51, . . . ,Np , and, r 1 ,r 2 ,r 3P$1, . . . ,Np% are
randomly selected, exceptr 1Þr 2Þr 3Þ i , and a scaling factorF
(FP@0,11#) is introduced by Storn and Price@9# in Eq. ~4! to
ensure the fastest convergence wherever possible.

In order to increase the diversity of the new individuals in the
next generation, the perturbed individual,Vi ,G11 , and the current
individual,Wi ,G11 , are selected by a given probability to perform
the crossover operation to generate the population of candidate, or
‘‘trial’’ matrixes, Ui ,G115$Ui ,G11

[1] ,Ui ,G11
[2] ,Ui ,G11

[3] %, described as
follows:

Ui ,G11
[ j ] ~k,m!

5H Vi ,G11
[ j ] (k,m) if r and j<Cr∨(k,m)5(k* ,m* )

Wi ,G11
[ j ] (k,m) otherwise

(5)

wherei 51, . . . ,Np , k51, . . . ,K j , m51, . . . ,M j are indexes of
matrix’s elements,K j andM j are row and column sizes of matrix
@d# i ,G11

[ j ] , i.e., Wi ,G11
[ j ] , or Vi ,G11

[ j ] , or Ui ,G11
[ j ] ; k* <K j and m*

<M j are indexes of a matrix’s element and randomly chosen once
for eachi , the crossover factorCrP@0,1# is set by the user.

The selection scheme of DE also differs from other evolution-
ary algorithms. The population for the next generation is selected
from the individuals in the current population and its correspond-
ing trial matrix complying Eq.~6! listed as below:

Wi ,G115H Ui ,G11 if Ui ,G11 is better thanWi ,G

Wi ,G otherwise
. (6)

Thus, each individual of the temporary~trial! population is
compared with its counterpart in the current population. The one
with the lower value of objective function~OF! will survive to the
population of the next generation. As a result, all the individuals
of the next generation are, at least, as good as, or better than, their
counterparts in the current generation. The interesting point con-
cerning DE’s selection scheme is that a trial matrix is not com-

pared against all the individuals in the current population, but only
against one individual, i.e., its counterpart in the current popula-
tion.

In this study, a new adaptive scaling factor,F8, is proposed and
regarded as a proper combination of the three individuals ran-
domly selected from the population to be used to yield the mu-
tated current individual. TheF8 takes the following form:

F85u~MSE~Wr 1 ,G!2MSE~Wr 2 ,G!!/MSE~Wr 3 ,G!u. (7)

Hence, the new mutation operation is then expressed as

Vi ,G11
[ j ] 5Wr 3 ,G

[ j ] 1F8•~Wr 1 ,G
[ j ] 2Wr 2 ,G

[ j ] !. (8)

In Eqs. ~7! and ~8!, the values ofF8 for the difference vector
are determined based on the following rule: the greater the differ-
ence in objective function values between the vectors collected to
comprise the vector difference, the larger the contribution of the
difference vector offers to the resultant individual. Thus, the am-
plifications of difference vectors are scaled adaptively. Such ad-
aptation may accelerate DE processes. Therefore, a new DE ver-
sion, which is formed by embedding the adaptive mutation
operation into an original version of DE, can be outlined as

Fig. 4 Test results of neural-network-based method to cali-
brate five-hole probe for semiflow forward-facing measure-
ment; „a… the target parameters and their predictions, „b…
column-error plots of the testing results
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1. initialization
2. mutation operation
2.1 perform adaptive mutation with Eq.~8! with probability

Mad
2.2 perform original mutation with Eq.~3! with probability

(12Mad)
3. crossover operation
4. selection
5. repeat Steps 2 to 4.

In the main structural level, the improved version of DE is
similar to the original one,@9#, except an adaptive mutation op-
eration step is added. This step is implemented by Eq.~8!, and it
occurs under a new-introduced probability, i.e., adaptive mutation
factor, Mad . Therefore, in the new version of DE, when an indi-
vidual is mutated, it is checked with a uniformly distributed ran-
dom value within range@0.0, 1.0#. If the value is smaller than
Mad , then a direct mutation is done for the individual; otherwise,
the mutation is made by Eq.~3!.

5 Simulation Results and Discussion

„i… Semiflow Forward-Facing Measurement. In this sec-
tion, a neural network structure is established and used to calibrate
the five-hole pressure probe for the semiflow forward-facing mea-
surement case. The validity of the network is examined with cer-
tain measured calibration data.

The neural network with four outputs is used to analyze this
case. From the available calibration data, five sets are selected to
build the neural network. Each set has 17 data points, which are
close to the point numbers with the pitch anglea50 deg and the
yaw angled varying from240 deg to140 deg. The range ofa is
in the set$210, 25, 0,15, 110 deg%. Among these samples~85

samples in total!, those data with pitch anglea50 deg are chosen
as the test samples, and the rest are used as the training sets to
train the neural network.

The training algorithm, i.e., DE, is performed with Matlab on a
Pentium III personal computer. The evolution parameters are set
by trial and error as: population sizeNp560, crossover factor
Cr50.85, scaling factorF50.29, and adaptive mutation factor
Mad50.05. The DE training process is ended at the given genera-
tion Gmax510,000. The CPU time spent by the training process is
about four hours.

The trained network is then used to represent the test samples to
examine its prediction ability. The whole predictions are finished
in a few seconds. Figure 4 shows the prediction results, in which
the target data and their predictions by the established neural net-
work are comparatively plotted~Fig. 4(a)), and the absolute pre-
diction errors of neural network are also presented~Fig. 4(b)). It
can be seen from these results that the established neural network
can present the aerodynamic properties of the probe precisely. The
consistencies between the target data and the predictions are quite
satisfactory, i.e., the developed neural network can be used to
calibrate the probe for a semiflow forward-facing measurement
accurately.

By keeping the same pressures at port 4 and port 5, a conven-
tional calibration method of five-hole probes for the semiflow
forward-facing measurement can be used to determine the prop-
erties of the calibrated probe. Consequently, when it is used to
measure an unknown flow field, the probe must be adjustable
around its axis manually to maintain the same pressures at ports 4
and 5, and then a dividing disk on the probe coordinate carrier can
indicate the flow pitch anglea accordingly. In the meantime, pres-
sures at five ports are measured and used to calculate the yaw
angle d, the local velocity magnitudes, and the total and static
pressures from a set of calibration curves. Therefore, the conven-

Fig. 4 „continued …
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tional calibration of a five-hole probe for the semiflow forward-
facing measurement aims to establish these calibration curves.
The curves are generally plotted as some calibration coefficients,
which are functions of the yaw angled. Such method assumes that
the initial flow pitch anglea50 is kept the same corresponding to
different yaw anglesd. But, in practice, as long as the angled
varies, it is difficult to keep the pitch anglea as the same as the
initial one if the pressures at port 4 and port 5 are in balance. This
will yield errors in the measuring of the pitch angle as well as the
other calibration parameters. However, if a neural network is used
to prescribe the aerodynamic properties of a probe, as described
above, such errors will be eliminated since a range of the pitch
angle values is employed in the training samples, which cover the
variation range ofa corresponding to different yaw anglesd.

„ii … Nonflow Forward-Facing Measurement. The neural
networks can be of more advantageous to calibrate a five-hole
probe for a nonflow forward-facing measurement than the conven-
tional method does. The conventional calibration of a five-hole
probe for a nonflow forward-facing measurement is more complex
than that for a semiflow forward-facing measurement, since many
calibration curves need to be determined corresponding to differ-
ent pitch anglesa and yaw anglesd. Such a calibration task is
regarded as an intricate functional approximation problem. The
complexity can be greatly reduced if neural networks are used to
solve such problems.

The neural network shown in Fig. 3(b) is used in this case.
There are totally four neural networks, and each has one output
representinga, d, At , andAs , respectively. A total of 154 cali-
bration points are selected from the available 289 data points and

used to train the neural networks. The training points are collected
such that, for each group of 17 points corresponding to their pitch
anglesa from 240 to 140 deg at a given yaw angled, the odd
points are selected as the training samples while the even ones as
the testing samples.

During the DE process, the evolution parameters take the same
values as in the above semiflow forward-facing measurement
case. Each evolution process ends at the generationGmax58000.
The average time period required by the training processes of the
four networks is about three hours. The trained networks are then
examined with the total 135 testing samples. Figure 5 presents the
examination results. Again, the good predicting ability of the neu-
ral networks to the aerodynamic properties of the probe can be
observed from the results. The performance and accuracy of the
neural networks are quite satisfactory.

It is interesting to notice that, when the neural networks are
applied to calibrate the five-hole probe for the nonflow forward-
facing measurement case, its calibration for the semiflow forward-
facing measurement case can be regarded as a special case of the
former. In other words, a semiflow forward-facing measurement
can be well facilitated if the probe is calibrated by the neural-
network-based methods in the nonflow forward-facing measure-
ment case. It means that the proposed calibration method can
handle general probe calibration test and no need to distinguish
the nonflow forward-facing measurement case or the semiflow
forward-facing measurement case. Furthermore, even if the probe
can implement a full-flow forward-facing measurement, i.e., the
probe can be freely turned in its pitch~around its axis! and yaw
planes, the neural-networks-based calibration for the nonflow

Fig. 5 Test results of neural-network-based method to calibrate five-hole probe for nonflow forward-facing case; „a… target
parameters and their predictions, „b… column error plots of testing results
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forward-facing measurement is still valid. From this point of view,
the proposed neural-network-based methods have good reliability
and generality.

„iii … Uncertainty Analysis. The following uncertainty
analysis focuses on the sensitivity to random error of the proposed
neural-network-based probe calibration method. The analysis is
based on techniques used by Zilliac@10#, Rediniotis@2#, and Ta-
kahashi@11#. The nonflow forward-facing measurement case is
taken for the analysis. For simplicity, only two calibration param-
eters, pitch anglea and yaw angled are considered here.

In order to implement the uncertainty analysis, a scheme is
needed to perturb the data that originally used to establish the
neural networks for the probe calibrations. In the current applica-
tion, we follow what Rediniotis@2# and Takahashi@11# did in their
studies, and specify that the pressure perturbations satisfy the
Gaussian distribution with zero mean and a standard deviation of
0.25 mm H2O. It is estimated that the worst-case error in pressure
measurement is 0.5 mm H2O and assumed that the random errors
of practical pressure measurement should be beyond this error
range. Similar to Rediniotis’s consideration@2#, the error distribu-
tion is chosen so that with, a 99.5% probability, the pressure mea-
surement error is smaller than or equal to the worst-case error, i.e.,
0.5 mm H2O. With the perturbed pressure values, the uncertainty
in the evaluation of the pressure coefficientsBa andBd can then
be calculated using their definitions in Eq.~1! and constant-odds
combination recommended by Zilliac@10# and Rediniotis@2#
listed as follows:

dCp5A(
i

S ]Cp

]pi
dpi D 2

(9)

whereCp is any of the pressure coefficientsBa andBd , anddpi
is the uncertainty in the measurement of pressurepi , which can
be calculated by the perturbed pressure value together with its
original value. For every related calibration and test data,dBa and
dBd are obtained and used to perturb the original values of these
coefficients so as to get the perturbed neural network inputs.

The sensitivity of the established neural networks for calibrat-
ing the five-hole probe is first examined. Two calibration points,
i.e., a50 deg/d50 deg, anda530 deg/d530 deg, are selected
for this purpose. One hundred sets of perturbed neural network
inputs are obtained based on the above manner. These inputs are
then presented to the neural networks to predict the pitch angle
and the yaw angle. The error statistics obtained from the above
predictions are as follows:~a! for point of a50 deg/d50 deg,
pitch angle—average absolute error50.33 deg, standard deviation
of error50.49 deg, yaw angle—average absolute error
50.42 deg, standard deviation of error50.56 deg;~b! For point
of a530 deg/d530 deg, pitch angle—average absolute error
50.51 deg, standard deviation of error50.77 deg, yaw angle—
average absolute error50.71 deg, standard deviation of error
50.92 deg. The established neural networks have quite a small
uncertainty to random errors on the selected points.

To examine the sensitivity of the proposed neural-network-
based calibration procedure to random error, the network struc-
tures and the training strategies are kept the same as those used in
the calibration process in Section 5, the only exception is that the
data used are perturbed ones produced by Eq.~9!. The perturbed
calibration data are first employed to train the neural networks.
The trained neural networks are then used to predict the perturbed
test data. The predictions obtained by this process are compared to

Fig. 5 „continued …
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those produced by the unperturbed networks. The average abso-
lute errors and the standard deviations of the error between the
comparisons can then be calculated and listed here: pitch angle—
average absolute error50.36 deg, standard deviation of error
50.51 deg; yaw angle—average absolute error50.45 deg, stan-
dard deviation of error50.59 deg. These results show that the
proposed neural-network-based method is also less sensitive to the
random error.

6 Performance Comparison
A performance comparison of the neural network training algo-

rithms within the proposed improved version of DE~denoted as
‘‘iDE’’ ! described in the paper, the original version of DE~de-
noted as ‘‘oDE’’! and the BP algorithm is also carried out and
presented here for the semiflow forward-facing measurement case.
The comparisons are justified in terms of the same evaluation time
verse network error. For BP algorithm, the evaluation ‘‘time’’ di-
rectly equals to the time of its updated iterations; while for DE
models, it equals to a production of the population size and the
evolving generations. During numerical simulations, the evolution
parameters for both versions of DE algorithms are taken the same
as those in previous sections. The BP algorithm is implemented
with the same scheme described in Rediniotis et al.@1,2#. The
convergence histories of these training processes with an average
of five runs for each algorithm at different initial points are pre-
sented in Fig. 6. As expected, one can easily find that, from Fig. 6,
the DE algorithms perform better than BP, and the improve DE
algorithm is better than the original DE algorithm.

In addition, the time periods required by these three algorithms
are also recorded for the given number of network error evalua-
tions. The average time period for the BP algorithm with over five
runs is 2.45 hours, while for iDE and oDE it is 0.99 hours and
1.01 hours, respectively. The proposed improved algorithm shows
superiority to the other two algorithms in time consumed as well.

7 Conclusions
A new neural-network-based method is proposed for the cali-

bration of a five-hole pressure probe in this paper. The method
uses a novel kind of evolutionary algorithm, differential evolution,
to train the connection weights of neural networks. The commonly
used two cases, i.e., the semiflow forward-facing measurement
case and the nonflow forward-facing measurement case, are tested
for a real five-hole probe. The numerical simulations show that the
new improved approach facilitates the given task of probe calibra-
tion satisfactorily. As a neural-network-based method, the pro-
posed improved approach eliminates the intricate task, in which a
larger number of calibration curves must be determined and inter-
polated as the conventional calibration method does. In addition,
with the new approach, there is no need to distinguish an expected
measurement to be a ‘‘semiflow forward-facing measurement’’ or
a ‘‘nonflow forward-facing measurement,’’ thus it has good gen-
erality and reliability. Furthermore, through applying a new im-
proved version of differential evolution to neural network training
described in the study, a reliable calibration method with high
accuracy and effectiveness has been obtained.
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Ejector Irreversibility
Characteristics
The present study analyzes and characterizes the irreversibility of the ejector’s internal
processes in an effort to improve the understanding of the making of its overall perfor-
mance. The analysis presented is based on entropy production methodology. Since entropy
production is equivalent to performance losses, minimizing entropy production could
serve as a tool for performance optimization. The three main internal processes forming
sources of ejector irreversibility are mixing, kinetic energy losses, and normal shock
wave. Comparison of these with those of an ideal mixing process, an ideal turbine-
compressor system and stagnation conditions (of the flow after mixing) provides the
benchmarks against which the actual overall performance is measured. By identifying the
sources of irreversibility, the analysis provides a diagnostic tool for performance improve-
ments. While irreversibility due to mixing can be eliminated by appropriate choice of gas
and/or inlet conditions and an appropriate adjustable throat can eliminate losses associ-
ated with normal shock wave–kinetic energy losses can only be reduced but not totally
eliminated. @DOI: 10.1115/1.1523067#

1 Introduction

Ejectors have a wide range of applications,@1,2#, but the pro-
cess is basically the same in every case: a high-pressure fluid~the
primary stream! transfers part of its energy to a low-pressure fluid
~the secondary stream!, and the resulting mixture is discharged at
a ~back! pressure somewhere between the primary and the second-
ary pressures. Ejectors can operate with either incompressible
~liquids! or compressible~gases and vapors! fluids. Most of the
ejectors used by industry,@1#, are of the complex compressible-
flow type and are therefore the focus of the present study.

Ejector design methods are not new. Since the 1920s, many
papers have been published in a continuous effort to improve the
understanding of ejector processes and performance. However,
knowledge of the physical mechanisms of ejector performance is
still limited. The design methods can be divided into two groups,
@1#: one-dimensional and two or three-dimensional. The two or
three-dimensional methods are suitable for optimization of ejector
dimensions. The one-dimensional analysis is often used for engi-
neering design purposes because, despite its relative simplicity, it
has been shown to yield consistent and reasonably accurate re-
sults,@1#. Pioneer research work by Keenan et al.@3# produced the
first comprehensive theoretical and experimental analysis of the
ejector, and is the basis of much that has taken place since. Al-
though a number of modifications have been introduced, no atten-

tion has been given to the irreversibilities involved in the ejector
processes.

The method of entropy generation minimization has emerged
during the last two decades as a distinct subfield in heat transfer,
@4,5#; it involves the simultaneous application of the principles of
heat transfer and thermodynamics to the creation of realistic mod-
els of heat transfer processes, devices, and installations. Such ‘‘re-
alistic’’ models account for the inherent irreversibilities of heat,
mass, and fluid flow processes. Some of the most fundamental
approaches deal with the optimization of power or refrigeration
plants with heat transfer irreversibilities. In the case of power
generation, the focus has been on the conditions for the produc-
tion of maximum instantaneous power, which are equivalent to
those for minimum rate of entropy generation~cf. the Gouy-
Stodola theorem,@4#, p. 24!. In the refrigeration case,@6#, as in the
case of the vapor compression cycle,@7#, the maximized refrig-
eration load corresponds to minimizing the rate of entropy gen-
eration. Recently, Bejan et al.@8# applied the entropy generation
minimization technique to the optimization of a heat-driven refrig-
eration plant. Minimization of entropy generation is often referred
to as thermodynamic optimization or thermodynamic design.

However, in all of these approaches the sources of losses of
performance and their partitioning remains unknown. Identifying
and quantifying such sources of performance losses is vital for
pinpointing areas where design improvement may be applied
effectively.

The objectives of this study were to develop the methodology
and model to characterize the irreversibility sources within the
ejector and to demonstrate its use in a parametric evaluation of
ejector irreversibility and performance.
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2 Method of Analysis

2.1 Methodology. In order to define sources of losses in
ejector performance, an equivalent ideal processes should be theo-
retically defined as a processes with no entropy production. When
applicable, such ‘‘ideal’’ process is equivalent to a reversible pro-
cess from a thermodynamic point of view. In a mixing process,
which cannot be reversible, the ‘‘ideal process’’ represents one
with an upper limit of performance.

The next step is to show that the entropy production is equiva-
lent to the losses of performance so that minimizing entropy pro-
duction results in maximizing performance. In addition, bench-
marking ‘‘ideal process’’ within the ejector’s subprocesses
indicates sources of irreversibility and can be used to evaluate
performance losses.

The ejector includes three main sources of irreversibility: ‘‘pure
mixing,’’ ‘‘kinetic energy losses,’’ and normal shock wave. The
‘‘pure mixing’’ and ‘‘kinetic energy losses’’ occur simultaneously
~in parallel! in the mixing section followed by~in series! the nor-
mal shock wave~which is in the constant-area section!.

2.2 Analysis. Unless otherwise stated, the analysis em-
ployed here is for a fixed geometry ejector of the type shown in
Fig. 1. As in the case of Keenan et al.@3#, the following assump-
tions were made:~1! flows are one-dimensional and adiabatic;~2!
both streams have the same molecular weight and the same
specific-heat ratio;~3! shear forces between the streams and the
walls are negligible;~4! both primary and secondary flows start
from stagnation conditions;~5! flows of both streams between the
inlets and the cross sectionx are isentropic;~6! stagnation condi-
tions prevail at the ejector exit;~7! flow is isentropic in the dif-
fuser section;~8! a normal shock may occur in the constant-area
section;~9! mixing is completed at cross section 1; and~10! mix-
ing occurs at constant pressure. With these assumptions, and on
the basis of perfect gas dynamics, Keenan et al.@3# showed that
for given inlet conditions~including mass flow-rate ratiov
5ṁs /ṁp), the backpressure function depends on the ‘‘mixing
pressure’’ and has a maximum value. Therefore, they optimized
the ejector performance for given inlet conditions by maximizing
the backpressure.

This approach seems direct, but the losses of performance and
their composition remain unknown. To complete the analysis, an
approach based on the methodology of entropy production is used
to determine and characterize the partitioning of the irreversibility
sources.

Basically, an ejector can be considered as a mixer. The control
volume of a general case of a mixing process is shown in Fig. 2.
The energy equation for this control volume subjected to the
above assumptions~1 to 4, and 6! is given by

h03
5h35

h0p
1vh0s

11v
. (1)

Since the enthalpy of a perfect gas is a function of the tempera-
ture only, this equation can be replaced by

T03
5T35

T0p
1vT0s

11v
. (2)

Thus, under the above assumptions, the mixing process does not
alter the stagnation temperature of the mixed stream. This means
that under the same inlet conditions and with the same mass flow-
rate ratio ~v!, the outlet temperature of an adiabatic turbine-
compressor~as shown in Fig. 3! and of a theoretical adiabatic and
ideal mixing process~which is defined below! are the same as that
of an adiabatic ejector. Moreover, since the mixing in the ejector
is completed at cross section1, the stagnation temperature in this
cross section is also

T01
5T3TC

5T3Ip
5T3E j

5T3. (3)

The outlet temperature ratios are given by

T3

T0s

5
11vt

~11v!t
or

T3

T0p

5
11vt

11v
(4)

wheret is the ratio of stagnation temperatures of the secondary
stream to the primary stream (t5T0s

/T0p
). Thus, the outlet tem-

perature ratios depend only ont and v but not on the outlet
pressure (P3). Therefore,t and v will be used as independent
variables and the outlet pressure as a dependent variable. This
means that, for given inlet conditions~t andv! the characteristics
of the mixing process performance is signified by the outlet pres-
sure only. In other words, while the outlet temperature is indepen-
dent of the particulars of the adiabatic mixing, the outlet pressure
does. Moreover, this outlet pressure indicates the mixing process
performance, but not the losses of performance. Thus, attention
should be focused on the irreversibility of the mixing processes.
The total ~without specifying sources or composition! entropy
production of an ejector was calculated by Porter et al.@9# and
Papamoschou@10#. The outlet state is defined according to these
two properties~temperature and pressure!, and the rate of entropy
generation of the control volume~as shown in Fig. 2! is given by

Fig. 1 Schematic view of a fixed geometry ejector

Fig. 2 Schematic diagram of a mixer mechanism control
volume

Fig. 3 Schematic view of a turbine compressor
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DṠ35ṁp~~11v!s32~s0p
1vs0s

!!. (5)

For a perfect gas

DṠ35RṁpS k

k21
lnS T3

(11v)

T0p
T0s

vD 2 lnS P3
(11v)

P0p
P0s

vD D . (6)

Since mixing is, by definition, an irreversible process let us
define the criterion for an ‘‘ideal mixing process’’ as

DṠ3Ip
505RṁpS k

k21
lnS T3Ip

(11v)

T0p
T0s

v D 2 lnS P3Ip

(11v)

P0p
P0s

v D D . (7)

Thus, the ‘‘ideal mixing process’’ outlet pressure ratios are given
by

P3Ip

P0s

5S t2v/11vS 11vt

11v D D k/k21S P0p

P0s

D 1/11v

or
P3Ip

P0p

5S t2v/11vS 11vt

11v D D k/k21S P0p

P0s

D 2v/11v

. (8)

This is the highest possible theoretical outlet pressure and will
therefore be used as a reference.

The rate of entropy generation of the control volume~as shown
in Fig. 2! which represent an arbitrary mixing process, may be
given as

DṠ35DṠ32DṠ3Ip
>0. (9)

Substituting Eqs.~3!, ~6!, and~7! in Eq. ~9! is used to remove the
temperature term and yields

DṠ35ṁp~11v!R lnS P3Ip

P3
D (10)

where P3 is the outlet pressure of a mixing process.
Three main features of this relationship should be noticed:~a!

entropy production is equivalent to performance losses;~b! mini-
mizing entropy generation is equivalent to maximizing the outlet
pressure; and~c! entropy generation can be expressed as the per-
formance ratio between the ideal and the actual mixing processes.
However, this equation can be written for unit mass of the com-
bined mixed stream

Ds35R lnS P3Ip

P3
D (11)

or, on a mole basis,

D s̄35R̄ lnS P3Ip

P3
D . (12)

Note that Eqs.~11! and ~12! indicate that the ratioP3Ip
/P3 does

not depend on the gas constantR.
As shown in Appendix A, the lost work between the outlet

states of an actual mixing process and ‘‘ideal mixing process’’ is

Lw̄5T3D s̄3. (13)

Equation~13! means that the lost work is proportional to the en-
tropy generation and, once again, that minimizing the lost work
~or entropy generation! is equivalent to maximizing the outlet
pressure.

According to Eq.~12!, the total entropy generation in the ejec-
tor is given by

D s̄3E j
5R̄ lnS P3Ip

P3E j

D (14)

and the entropy generation between the ejector inlets and cross
section1, is given by

D s̄01
5R̄ lnS P3Ip

P01

D . (15)

Where the stagnation pressures (P3E j
andP01

) are calculated fol-
lowing Keenan et al.@3#. While D s̄3E j

is the total entropy genera-
tion of the ejector,D s̄01

is the entropy generation between the
ejector inlet and cross section1. In other words, the stagnation
pressure at cross section1 represents the mixing process in the
mixing section, followed by a reversible process. Assuming that
both streams flow isentropicaly between the inlets and the cross
sectionx, D s̄01

is then due only to the mixing process~between
cross sectionsx and1!. Thus, the entropy generation of a normal
shock~at the constant-area section! is given by

D s̄NS5D s̄3E j
2D s̄01

5R̄ lnS P01

P3E j

D . (16)

Now, consider the case of ideal turbine-compressor as defined
in Appendix B. In this case the mixing process occurs under stag-
nation conditions and the entropy generation is a result of ‘‘pure
mixing’’ only and is given by

D s̄PM5D s̄3TC
5R̄ lnS P3Ip

P3TC

D (17)

where the outlet stagnation pressure (P3TC
) is calculated as shown

in Appendix B. Assuming kinetic energy conservation~instead of
momentum conservation! in the mixing section of the ejector, it
can be shown that outlet pressure of the ideal turbine compressor
is identical to the stagnation pressure at cross section1 of the
ejector. Thus, ‘‘pure mixing’’ in both ejector and turbine-
compressor results in the same entropy generation.

In order to improve the performance by eliminating the entropy
generation resulting from ‘‘pure mixing,’’ the entropy of both pri-
mary and secondary streams should be the same (s0p

5s0s
). This

means that

t5S T0s

T0p

D 5S P0s

P0p

D k21/k

. (18)

Only under these~Eq. ~18!! conditions the ‘‘ideal mixing process’’
and the mixing process presented by an ideal turbine compressor
are reversible. Only then both streams~primary and secondary! in
the mixing section of the ejector and the respective streams in the
mixing section of an ideal turbine compressor are in the same
thermodynamic state having identical entropy and pressure. When
the two streams do not satisfy conditions set by Eq.~18!, there is
a difference in temperature between these two streams, which
could not be adjusted to improve the performance.

The mixing process within the ejector is accompanied by ve-
locity gradient with a consequent kinetic energy loss. The ideal
gas assumption implies no change in internal energy~as shown in
Appendix A! and no dissipation. Thus, the part of the entropy
generation in the mixing section which is due to ‘‘kinetic energy
losses,’’ is given by

D s̄Ke5D s̄01
2D s̄3TC

5R̄ lnS P3TC

P01

D . (19)

Following Keenan et al.@3#, the loss of kinetic energy is dissi-
pated in a form of internal heat generation in the mixing section.
However, for an ideal gas, which has no dissipation~internal fric-
tion!, this conversion should be by other physical mechanisms
~e.g., shock wave!.

To sum up, the entropy generation in an ejector is given by
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D s̄3E j
5D s̄PM1D s̄Ke1D s̄NS

5R̄S lnS P3Ip

P3TC

D 1 lnS P3TC

P01

D 1 lnS P01

P3E j

D D (20)

where P3E j
and P01

are calculated following Keenan et al.@3#,
P3TC

from Appendix B Eq.~B7!, andP3IP
from Eq. ~8!.

SinceP3Ip
is the highest possible pressure at the ‘‘ideal mixing

process’’ exit, it is convenient to define the relative performance
of an arbitrary relevant mixing process as

Rp5
P3

P3Ip

5ExpS 2
D s̄3

R̄
D (21)

and to define the relative performance loss of the mixing process
as

L512Rp5
P3Ip

2P3

P3Ip

. (22)

Thus, the ejector overall relative performance losses is given by

LE j5LPM1LKe1LNS5
P3Ip

2P3TC

P3Ip

1
P3TC

2P01

P3Ip

1
P01

2P3E j

P3Ip

(23)

which means that the backpressure losses is composed of ‘‘pure
mixing,’’ ‘‘kinetic energy losses,’’ and normal shock wave losses.

Define now the efficiency of a mixing process as

h5
P32P0s

P3Ip
2P0s

. (24)

The relative pressure lift losses can be expressed in terms of the
mixing efficiency as

l 512h5
P3Ip

2P3

P3Ip
2P0s

. (25)

Substituting Eq.~22! in Eq. ~25! yields

l 5L
P3Ip

P3Ip
2P0s

. (26)

Finally, the ejector relative pressure lift loss is given by

l E j5 l PM1 l Ke1 l NS5
P3Ip

2P3TC

P3Ip
2P0s

1
P3TC

2P01

P3Ip
2P0s

1
P01

2P3E j

P3Ip
2P0s

.

(27)

While, according to Eqs.~8! and ~B7!, the outlet pressure of an
‘‘ideal mixing process’’ (P3Ip

) and an ideal turbine compressor
(P3TC

) are functions of only four independent dimensionless pa-
rameters~t, v, P0p

/P0s
and k), following Keenan et al.@3#, the

exit pressure of an ejector (P3E j
) and its relevant stagnation pres-

sure at cross section1 (P01
) are also functions of the mixing

pressure. Following Keenan et al.@3#, the ejector outlet pressure
function has a maximum value. This maximum defines the mixing
pressure for whichP3E j

assumes it highest possible value. An
ejector operating under given inlet conditions and having the
maximal value of the discharge pressure,P3E j

is referred to as an
‘‘optimal fixed ejector.’’ Thus, for ‘‘optimal fixed ejector,’’ all the
above dimensionless dependent variables are functions of only
four independent dimensionless variables~t, v, P0p

/P0s
, andk).

3 Results and Discussion

3.1 Ejector Performance Optimization. The following
conditions were adopted only for demonstration purposes:v52,

t50.5, P0p
/P0s

5100, andk51.4. Figure 4~a! displays the Mach

number at different cross sections as a function of the mixing
pressure. As expected, reduction of the mixing pressure causes an
increase ofM 8, M 9, andM1 . However, M2 decreases whenM1
.1 ~supersonic! and M25M1 when the flow is subsonic (M1
<1). Each point on the curves in Fig. 4~a! represents the com-
puted Mach number for a particular ejector comprised of a com-
bination of primary nozzle, secondary nozzle, and a mixing tube.
Such an ejector is referred to as a ‘‘fixed ejector.’’ For example,
the required secondary nozzle shape should be convergent where
M 9<1 and convergent divergent whereM 9.1. Figure 4~b! de-
picts the pressures corresponding to Mach numbers at various
cross sections. Since the mixing occurs at constant pressure (P1
5Px), the mixed stream is discharged atP2 , which results from
the normal shock wave. Consequently the flow reaches the stag-
nant backpressure (P3E j

) at the diffuser’s exit. Figure 4~b! shows
that for given inlet conditions,P3E j

exhibits a maximum~point a!
which determinesPx for which P3E j

assumes its highest possible
value. An ejector operating under given inlet conditions and hav-
ing the maximal value of the discharge pressure,P3E j

, is referred
to as an ‘‘optimal fixed ejector.’’

Figure 4~b! also presents the stagnation pressure at cross sec-
tion 1 (P01

). Thus, to retain the stagnation pressure at cross sec-
tion 3 ~avoid normal shock losses!, the constant-area section
should be replaced by adjustable throat represented by the dashed
line in Fig. 5. After the flow has started~starting conditions!, the
adjustable throat may be varied, to provide the optimum operating
area. Then, as the backpressure increases, the shock in the diver-
gent part of the throat moves upstream toward the throat with
diminishing strength. The flow is then ideal, with a maximum
attainable backpressure for a given mixing pressure. This ejector

Fig. 4 Theoretical results as functions of the mixing pressure
„Px…, where vÄ2, tÄ0.5, P0p

ÕP0s
Ä100, and kÄ1.4. „a… Mach

numbers of the primary and the secondary streams at cross
section x „M8 and M9, respectively …, and of the mixed stream at
cross sections 1 and 2 „M1 and M2, respectively …; „b… pressure
at cross sections 1, 2, and 3, and the stagnation pressure at
cross section 1.
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is referred to as an ‘‘adjustable throat ejector.’’ Thus, ‘‘adjustable
throat ejector with optimal starting conditions’’ is defined as an
ejector with the maximum attainable backpressure (P01

-point b!,
which must therefore have an adjustable throat, and start with
optimal starting conditions.

As shown in Fig. 4~b!, the ‘‘adjustable throat ejector with opti-
mal starting conditions’’ does not provide the optimal operating
conditions: for those conditions, theP01

function passes through a
maximum ~point c!, which defines thePx value for whichP01

assumes its highest possible value. An adjustable throat ejector
operating under given inlet conditions and having discharge pres-
sureP01

—point c—is referred to as an ‘‘adjustable throat ejector
with optimal operating conditions.’’ In order to start such an ad-
justable throat ejector, the required backpressure should be
P3E j

—point d—~or lower!, which is lower than that of the optimal
fixed ejector~point a!.

However, under the above conditions, the back pressures of the
ideal mixing process and of the ideal turbine compressor calcu-
lated according to the Eqs.~8! and ~B7!, respectively, are
P3Ip

/P0s
55.66andP3TC

/P0s
54.9. The entropy generation func-

tions for a ‘‘fixed ejector’’ (D s̄3E j
) and ‘‘adjustable throat ejector’’

(D s̄01
) were calculated from Eqs.~14! and~15!, respectively, and

are presented in Fig. 6~a!. As expected, both functions pass
through a minimum; this minimum defines thePx value for which
entropy generation (D s̄3E j

or D s̄01
) assumes its lowest possible

value. In other words, minimized entropy generation could be

Fig. 5 Schematic view of an ejector with adjustable throat

Fig. 6 Theoretical results of a ‘‘fixed ejector,’’ and an ‘‘adjust-
able throat ejector,’’ as functions of the mixing pressure „Px…,
where vÄ2, tÄ0.5, P0p

ÕP0s
Ä100 and kÄ1.4. „a… Entropy gen-

eration; „b… relative performance; „c… efficiency.

Fig. 7 Theoretical results of an ‘‘optimal fixed ejector,’’ an
ideal turbine compressor, and an ‘‘adjustable throat ejector
with optimal starting conditions,’’ as functions of the inlet flow
rate ratio „v…, where tÄ1, P0p

ÕP0s
Ä100 and kÄ1.4. „a… Entropy

generation; „b… relative performance; „c… efficiency.
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used as an equivalent criterion for performance optimization. In
Fig. 6~a! the dotted line indicates the entropy generation of an
ideal turbine compressor calculated according to the Eq.~17!, as a
reference value; this figure shows that the entropy generation is
due to ‘‘pure mixing,’’ ‘‘kinetic energy losses,’’ and the normal
shock wave. In this case, the entropy generation for all optimal
ejectors~as defined above! is caused mainly by ‘‘kinetic energy
losses.’’

It is more convenient to introduce the relative performance and
relative performance losses, calculated according to Eqs.~21! and
~22!, respectively, as presented in Fig. 6~b!. Alternatively, the ef-
ficiency and relative pressure lift losses, calculated according to
the Eqs.~24! and ~25!, respectively, as shown in Fig. 6~c!.

3.2 Sensitivity of Optimal Ejector Performance and
Losses. In order to determine the sensitivity of the performance
and losses of the ejector, performance analysis was conducted
where three~set point! out of the four variables~t, v, P0p

/P0s
,

andk) were kept constant while the fourth varied.
Only ‘‘optimal fixed ejectors’’ (P3E j

) and ‘‘adjustable throat
ejector with optimal starting conditions’’ (P01

) are considered
throughout this section.

3.2.1 Sensitivity of Results to Inlet Mass Flow-Rate Ratio (v).
For demonstration purposes a set point was chosen att51,
P0p

/P0s
5100 andk51.4, andv is allowed to vary in the range

0.v<5. Figure 7~a! presents the entropy generation of an ‘‘op-
timal fixed ejector’’ (D s̄3E j

), of an ‘‘adjustable throat ejector with
optimal starting conditions’’ (D s̄01

), and of an ideal turbine com-
pressor (D s̄3TC

). The equivalent relative performance and relative
performance losses or, alternatively, the efficiency and relative
pressure lift losses are shown in Figs. 7~b! and 7~c!, respectively.

These figures exhibit that for smallv the performance losses
caused by the normal shock wave are dominant. Thus, for smallv
the effort required to construct and operate the adjustable throat
may well be justified. However, forv.0.5, 55% of the efficiency
reduction is due to ‘‘pure mixing,’’ 20% to ‘‘kinetic energy losses’’
and just a few percent to the normal shock wave. Thus forv
.0.5, adding an adjustable throat will have negligible effect on
the overall ejector performance. This kind of information could be
used to ensure effective focusing of design efforts.

3.2.2 Sensitivity of Results to Inlet Temperature Ratio (t).
Similarly to the previous section,t is allowed to vary in the range
0.t<1 wherev51, P0p

/P0s
5100 andk51.4. Figure 8 shows

that for inlet conditionst, P0p
/P0s

andk which satisfy Eq.~18!,
‘‘pure mixing’’ losses could be eliminated fort>0.27. Around
this inlet temperature ratio, the ejector efficiency losses are mainly
(;80%) due to ‘‘kinetic energy losses.’’

Fig. 8 Theoretical results of an ‘‘optimal fixed ejector,’’ an
ideal turbine compressor, and an ‘‘adjustable throat ejector
with optimal starting conditions,’’ as functions of the inlet tem-
perature ratio „t…, where vÄ1, P0p

ÕP0s
Ä100 and kÄ1.4. „a… En-

tropy generation; „b… relative performance; „c… efficiency.

Fig. 9 Theoretical efficiency of an ‘‘optimal fixed ejector,’’ an
ideal turbine compressor, and an ‘‘adjustable throat ejector
with optimal starting conditions,’’ as functions of the inlet pres-
sure ratio „P0p

ÕP0s
…, where tÄ0.5, vÄ1 and kÄ1.4

Fig. 10 Theoretical efficiency of an ‘‘optimal fixed ejector,’’ an
ideal turbine compressor, and ‘‘adjustable throat ejector with
optimal starting conditions,’’ as functions of the gas specific
heat ratio „k…, where tÄ0.5, vÄ1, and P0p

ÕP0s
Ä100
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3.2.3 Sensitivity of Results to Inlet Pressure Ratio(P0p
/P0s

).
Here P0p

/P0s
, is allowed to vary in the range1.P0p

/P0s
<200

where the set point wast50.5, v51, andk51.4. As shown in
Fig. 9, an inlet pressure ratioP0p

/P0s
>12 is required to obtain the

ideal mixing process in an ideal turbine compressor.

3.2.4 Sensitivity of Results to Gas Specific Heat Ratio(k).
Now k is allowed to vary in the range1.k,2 around set point
t50.5, v51 andP0p

/P0s
5100. As shown in Fig. 10, losses due

to ‘‘pure mixing,’’ are eliminated for gas specific heat ratio,k
>1.16.

Fig. 11 Theoretical efficiency of an ‘‘optimal fixed ejector,’’ an
ideal turbine compressor, and ‘‘adjustable throat ejector with
optimal starting conditions,’’ as functions of the inlet flow rate
ratio „v…, where „a… tÄ1, P0p

ÕP0s
Ä50 and kÄ1.4; „b… tÄ1,

P0p
ÕP0s

Ä200 and kÄ1.4; „c… tÄ1, P0p
ÕP0s

Ä100 and kÄ1.1;
and „d… tÄ1, P0p

ÕP0s
Ä100 and kÄ1.7

Fig. 12 Theoretical efficiency of ‘‘an optimal fixed ejector,’’ an
ideal turbine compressor, and ‘‘adjustable throat ejector with
optimal starting conditions,’’ as functions of the inlet tempera-
ture ratio „t…, where „a… vÄ1, P0p

ÕP0s
Ä50 and kÄ1.4; „b… v

Ä1, P0p
ÕP0s

Ä200 and kÄ1.4; „c… vÄ1, P0p
ÕP0s

Ä100 and k
Ä1.1; and „d… vÄ1, P0p

ÕP0s
Ä100 and kÄ1.7
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3.2.5 Further Sensitivity Considerations.Figure 11 shows
theoretical efficiency of an ‘‘optimal fixed ejector,’’ an ideal tur-
bine compressor, and an ‘‘adjustable throat ejector with optimal
starting conditions,’’ as functions of the inlet flow rate ratio~v! for
different inlet pressure ratios~a and b! and of gas specific heat
ratios ~c and d!. Figure 12 exhibits the same as Fig. 11 but with
the inlet temperature ratio~t! as the independent variable.

While the losses due to ‘‘pure mixing’’ and the normal shock
wave could be eliminated, those due to kinetic energy losses can
only be reduced. As described above, the losses due to ‘‘pure
mixing’’ and the normal shock wave could be eliminated by
choosing the appropriate inlet conditions or the appropriate gas,
and by installing an adjustable throat, respectively. The losses
arising from ‘‘kinetic energy losses’’ could be reduced, but not
eliminated, by using an ‘‘adjustable throat ejector with optimal
operating conditions’’~as described in Section 3.1!. From the the-
oretical point of view, these losses are due to the assumptions of
mixing at constant pressure and with momentum conservation.
Since there is no dissipation, the ‘‘kinetic energy losses’’ must be
caused by shock waves. This mechanism is characterized by the
formation of a series of shock cells, as presented experimentally
by Desevaux et al.@11# and numerically by Choi and Soh@12#.

The calculated values of pressure rise~following Keenan et al.,
@3#! are approximately 15% higher than the corresponding experi-
mental values reported by Sun and Eames@1#. One may therefore
conclude that this 15% of performance reduction is due to fric-
tional effects, which were indeed neglected by Keenan et al.@3#.
However, the main problem with these assumptions is the deter-
mination of the mixing-section geometry to ensure constant-
pressure mixing.

The ideal turbine compressor differs from an ejector in that
energy transfer is through normal forces, and that the mixing oc-
curs under the stagnation backpressure conditions. As mentioned
above, the assumption of mixing with conservation of kinetic en-
ergy ~rather than momentum!, results in ejector performance,
which is equivalent to that of an ideal turbine compressor. This
means that in order to reduce performance losses caused by the
‘‘kinetic energy losses,’’ normal forces between the primary and
the secondary streams should characterize the flow. Such a flow
may be obtained by, for example, swirling or interrupted primary
flow. Such flows have been used in thrust augmenting ejectors,
@13,14#, and lead to tremendous improvement of the ejector
performance.

4 Conclusions
The analysis presented, is based on the methodology of entropy

production of the ejector as a whole and of each of its internal
processes. It showed that entropy production is equivalent to per-
formance losses, and that minimizing entropy production could be
used as a criterion for optimization. In addition, irreversible
sources were identified and their composition in the performance
losses was evaluated. Such is important for the pinpointing areas
where design improvement might be applied effectively.

The analysis presented indicates that the ejector irreversibility
is due to three main factors: ‘‘pure mixing,’’ ‘‘kinetic energy
losses,’’ and the normal shock wave. The irreversibility due to
‘‘pure mixing’’ and the normal shock wave could be eliminated by
the selection of appropriate inlet conditions or gas, and by install-
ing an adjustable throat, respectively. Further research is required
which should be focused on reduction of the irreversibility attrib-
uted to ‘‘kinetic energy losses,’’ and by application of more com-
plicated flows in the mixing section.

Nomenclature

h 5 enthalpy (J kg21)
h̄ 5 enthalpy (J mol21)
k 5 specific heat ratio
L 5 relative performance losses, Eq.~22!

l 5 relative pressure lift losses, Eq.~25!
Lw 5 lost work (J kg21)
Lw̄ 5 lost work (J mol21)
M 5 Mach number
ṁ 5 mass flux (kg s21)
P 5 pressure~Pa!
q 5 heat supply (J kg21)
q̄ 5 heat supply (J mol21)
R 5 gas constant (J kg21 K21)
R̄ 5 universal gas constant (J mol21 K21)

Rp 5 relative performance, Eq.~21!
DṠ 5 entropy flux (W K21)

s 5 entropy (J kg21 K21)
s̄ 5 entropy (J mol21 K21)
T 5 temperature~K!
u 5 internal energy (J kg21)
ū 5 internal energy (J mol21)
v 5 specific volume (m3 kg21)
v̄ 5 specific volume (m3 mol21)

Ẇ 5 power ~W!
w 5 work (J kg21)
w̄ 5 work (J mol21)

Greek Symbols

h 5 efficiency, Eq.~24!
v 5 mass flow rate ratio~secondary to primary!
t 5 ratio of stagnation temperatures, secondary stream to

primary stream

Subscripts

E j 5 ejector
Ip 5 ideal mixing process
Ke 5 kinetic energy losses
Mx 5 constant pressure mixing section
NS 5 normal shock

p 5 primary
PM 5 pure mixing

s 5 secondary
TC 5 turbine compressor

x 5 cross section at entrance of mixing section~i.e., Fig. 1!
0 5 stagnation
1 5 cross section at exit of an ejector mixing section~i.e.,

Fig. 1!
2 5 cross section at beginning of an ejector diffuser~i.e.,

Fig. 1!
3 5 exit ~i.e., Fig. 1!

Superscripts

8 5 primary stream at cross sectionx of the ejector~i.e., Fig.
1!

9 5 secondary stream at cross sectionx of the ejector~i.e.,
Fig. 1!

Appendix A
The significance of the entropy generation for an irreversible

process can be amplified by introducing the concept of lost work,
Lw̄ ~on a mole basis!. Consider outlet stagnation conditions~1
and 2! of two arbitrary adiabatic mixing processes, as shown on
the P-h diagram~Fig. 13!. For a simple compressible substance,
in the absence of motion or gravitational effects, the following
two thermodynamic relations could be derived:

Tds̄5dū1Pdv̄ (A1)

Tds̄5dh̄2 v̄dP. (A2)

These equations can be integrated for any reversible process be-
cause during such a process the state of the substance can be
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identified at any point. If we assume a reversible process, as
shown in Fig. 13, with the path defined byh̄5constant, then, for
an ideal gasū5constant,T5constant and

Tds̄5Pdv̄52 v̄dP. (A3)

Since

q̄5TE
1

2

ds̄5TD s̄ and w̄5E
1

2

Pdv̄, (A4)

for this reversible process we conclude from the first law that

q̄5w̄. (A5)

Note that Eqs.~A1! and ~A2! deal only with properties. The
properties of a substance depend only on its state; therefore, the
changes in the properties during a given change of state are the
same for an irreversible process as for a reversible one. If we
assume that an irreversible process is taking place between the
same two states, without actual work,

w̄5Lw̄. (A6)

Since both outlet states are due to adiabatic mixing processes
with the same pair of inlets~primary and secondary! and without
actual work, this lost work is the major difference between them.
However, integrating the Eq.~A4! yields

Lw̄5TD s̄5R̄T ln
P1

P2
5R̄T ln

v̄2

v̄1
(A7)

which is the same as Eq.~13!.

Appendix B
In order to compare between an ejector and an ideal turbine

compressor, the relevant assumptions should be the same~1 to 6,
and 10!. The power of the turbine and the compressor, respec-
tively, are given by

ẆT5ṁp~h0p
2h8! (B1)

ẆC5ṁs~h0s
2h9!. (B2)

As an ideal case

ẆT5ẆC . (B3)

Thus

T0p
1vT0s

5T81vT9. (B4)

The assumption of constant-pressure mixing yields

P35Px . (B5)

Since the flows in the turbine and in the compressor are assumed
to be reversible (s0p

5s8 ands0s
5s9, respectively!, this yields

P3

P0p

5S T8

T0p
D k/k21

and
P3

P0s

5S T9

T0s
D k/k21

. (B6)

Finally, it could be shown that the outlet pressure is given by

P3

P0s

5S 11vt

vt1S P0p

P0s

D 12k/kD k/k21

. (B7)
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Shear-Driven Flow in a Toroid of
Square Cross Section
The two-dimensional wall-driven flow in a plane rectangular enclosure and the three-
dimensional wall-driven flow in a parallelepiped of infinite length are limiting cases of the
more general shear-driven flow that can be realized experimentally and modeled numeri-
cally in a toroid of rectangular cross section. Present visualization observations and
numerical calculations of the shear-driven flow in a toroid of square cross section of
characteristic side length D and radius of curvature Rc reveal many of the features
displayed by sheared fluids in plane enclosures and in parallelepipeds of infinite as well
as finite length. These include: the recirculating core flow and its associated counterro-
tating corner eddies; above a critical value of the Reynolds (or corresponding Goertler)
number, the appearance of Goertler vortices aligned with the recirculating core flow; at
higher values of the Reynolds number, flow unsteadiness, and vortex meandering as pre-
cursors to more disorganized forms of motion and eventual transition to turbulence.
Present calculations also show that, for any fixed location in a toroid, the Goertler vortex
passing through that location can alternate its sense of rotation periodically as a function
of time, and that this alternation in sign of rotation occurs simultaneously for all the
vortices in a toroid. This phenomenon has not been previously reported and, apparently,
has not been observed for the wall-driven flow in a finite-length parallelepiped where the
sense of rotation of the Goertler vortices is determined and stabilized by the end wall
vortices. Unlike the wall-driven flow in a finite-length parallelepiped, the shear-driven
flow in a toroid is devoid of contaminating end wall effects. For this reason, and because
the toroid geometry allows a continuous variation of the curvature parameter,d
5D/Rc , this flow configuration represents a more general paradigm for fluid mechanics
research.@DOI: 10.1115/1.1523066#

Introduction
The two-dimensional wall-driven flow in a plane rectangular

enclosure, also referred to as the ‘‘lid or wall-driven cavity flow,’’
has been a computational fluid dynamics paradigm of long-
standing interest. Although such a flow cannot be realized experi-
mentally, approximations have been obtained in enclosures shaped
like parallelepipeds of rectangular cross section and of finite
length. In the parallelepiped geometry, fluid motion is induced by
the in-plane sliding of one of the four longitudinal walls of the
parallelepiped, in a direction normal to the parallelepiped’s longi-
tudinal axis.

In the case of the plane square enclosure~Fig. 1~a!!, the flow is
characterized by the Reynolds number Re5DU/n, whereD is the
enclosure cross section length,U is the sliding wall velocity, and
n is the kinematic viscosity of the fluid. In the case of a parallel-
epiped of square cross section~Fig. 1~b!! in addition to Re it is
necessary to specify the longitudinal to cross section length ratio,
L/D. In contrast to the two-dimensional flow in the idealized
plane square enclosure, that in a finite-length parallelepiped is
three-dimensional due to pressure gradient effects induced by the
viscous action of the end walls. In addition, above a critical value
of Re ~or an equivalent Goertler number! centrifugal instabilities
trigger the appearance of pairs of counterrotating vortices with
axes aligned along the recirculating core flow direction. The
wavelength of these vortices scales withD and in a finite-length
parallelepiped their sense of rotation is permanently fixed by the
end wall vortices.

We propose a new geometrical configuration for the investiga-
tion of instabilities of shear-driven flows in enclosures that is re-
alizable experimentally and numerically without incurring the end

wall bias present in the finite-length parallelepiped configuration.
This consists of the shear-driven flow in a toroid of square cross
section where, in the limit of low Re and large radius of curvature,
Rc , fluid motion approaches that in the idealized plane square
enclosure. As for the parallelepiped configuration, at a critical
value of Re in a toroid centrifugal instabilities trigger the appear-
ance of Goertler vortex pairs that, with increasing Re, become
unsteady and ultimately transition to a turbulent state of motion.
In addition to circumventing the end wall bias, the toroid configu-
ration allows the investigation of the effect of the geometrical
curvature parameter,d5D/Rc , on shear-driven flows. For these
reasons, therefore, it represents a more general fundamental para-
digm than its parallelepiped predecessors.

Earlier Work
Numerical calculations of the two-dimensional wall-driven flow

in a plane rectangular enclosure have been performed by, for ex-
ample, Ghia et al.@1#, Iwatsu et al.@2,3#, and Nishida and Sato-
fuka @4#. Corresponding three-dimensional calculations of the par-
allelepiped geometry have been performed by Koseff et al.@5#,
Freitas et al.@6#, Kim and Moin @7#, Freitas and Street@8#, and
Iwatsu et al.@2,3#. Experimental investigations of the finite-length
parallelepiped geometry include the pioneering studies performed
by Koseff and Street@9–11#, and later by Prasad and Koseff@12#
and Aidun et al.@13#. The stability of the two-dimensional base
flow to longitudinal disturbances in an infinitely long parallelepi-
ped has been investigated numerically by Ramanan and Homsy
@14#, Ding and Kawahara@15,16#, and Albensoeder et al.@17#. By
means of linear stability analysis and experiments, Albensoeder
et al. @17# demonstrate the dependence of the instabilities ob-
served on the enclosure cross section dimensions. For parallelepi-
peds of cross section equal to or close to square, they conclude
that the steady two-dimensional flow destabilizes to a steady
three-dimensional flow of dimensionless wavenumberk
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Contributed by the Fluids Engineering Division for publication in the JOURNAL

OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
August 30, 2001; revised manuscript received July 29, 2002. Associate Editor: J. S.
Marshall.

130 Õ Vol. 125, JANUARY 2003 Copyright © 2003 by ASME Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.152. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



([2p/(l/D))515.43 for a critical Re5786.3. They also find from
their experiments that end wall effects can suppress instabilities in
finite-length parallelepipeds.

With reference to Fig. 1, the investigations performed in infinite
and finite-length parallelepipeds reveal significant~u, w! cross-
stream motions inx-z planes planes perpendicular to the wall-
driven recirculating core flow. These motions are induced by~a!
pressure gradients arising at each of the two end walls in finite-
length parallelepipeds and~b! centrifugal instabilities responsible
for the Goertler vortices that arise above a critical value of the
Reynolds number~or an equivalent Goertler number! in both in-
finite and finite-length parallelepipeds. The vortices appear as
counterrotating pairs periodically distributed in the longitudinal
direction~x-direction in Fig. 1~b!!, and their axes are aligned with
the recirculating core flow. They have been referred to as Taylor-
Goertler-like vortices in the literature but, because of the manner
of shearing, appear to have more in common with the centrifugal
instability investigated by Goertler@18# in curved boundary layers
than the centrifugal instability investigated by Taylor@19# in the
space between concentric cylinders in relative rotation. In this
regard, see Freitas and Street@8# for an application of the Goertler
stability criterion to predict the onset of centrifugal instabilities in
the wall-driven flow in a parallelepiped.

The end wall pressure gradients in finite-length parallelepipeds
fix the sense of rotation of the first vortex next to each end wall. In
turn, the end wall vortex fixes the sense of rotation of the Goertler
vortex next to it and so on. Because the end-wall pressure-

gradient forces differ in magnitude from the centrifugal forces,
and because of secondary instabilities, nonlinear interactions
among the vortices can induce time and space-dependent varia-
tions among them as well as in their number. Although interesting
in its own right, there is an unavoidable bias in the finite-length
parallelepiped configuration that unnecessarily complicates both
the physical understanding and the numerical calculation of three-
dimensional shear-driven enclosure flows.

A New Shear-Driven Enclosure Flow Paradigm
The end wall bias present in the finite-length parallelepiped

geometry can be completely removed by converting the parallel-
epiped into a toroid. This is accomplished conceptually by curving
the parallelepiped uniformly around a pair of parallel longitudinal
walls and ‘‘dissolving’’ the end walls at the common plane where
they meet to create a continuous, unobstructed toroid of square
cross section~Fig. 2~a!!. In this idealized configuration, one of the
flat walls of the toroid~the top wall in Fig. 2~a!! is made to slide
radially outwards~or inwards! with an axisymmetric velocity dis-
tribution in order to drive the flow in the toroid by viscous shear-

Fig. 1 Wall-driven flows in enclosures of square cross sec-
tion. „a… Two-dimensional flow in a plane enclosure, „b… three-
dimensional flow in a parallelepiped. At sufficiently large Re,
centrifugal instabilities trigger Goertler vortices in the parallel-
epiped where the two end walls fix the sense of rotation of the
corner „ ‘ ‘ c ’ ’ … vortices and, as a consequence, of the remaining
„ ‘ ‘ G’’ … vortices. The sense of rotation of the vortices in the
bottom half of the parallelepiped is shown projected on an x -z
plane.

Fig. 2 „a… Top and side views of the idealized toroid „Configu-
ration 1 …; „b… side view of the experimental configuration „Con-
figuration 2 …; „c… view showing one „r -z… plane of the 360-deg
calculation domain corresponding to Configuration 2. Note that
g ÕDÄ0 for Configuration 1 and g ÕD™1 for Configuration 2. The
drawings are not to scale.
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ing. In addition to Re, the new quantityd5D/Rc ~a geometrical
curvature parameter! must be specified to characterize fluid mo-
tion. Clearly, for values ofd→0, the effects of geometrical cur-
vature are rendered negligible, resulting in a flow configuration
which ~i! at sufficiently low Re rigorously approximates the two-
dimensional wall-driven flow in a plane square enclosure~ii ! at
sufficiently high Re will display the Goertler vortices observed in
finite-length parallelepipeds, butdevoidof end wall bias, and~iii !
at even higher Re will undergo transition to turbulence. In
this sense then, the shear-driven flow in a toroid represents a
more general fundamental fluid mechanics paradigm than its
predecessors.

Using the second order accurate~space and time! explicit
CUTEFLOWS Navier-Stokes solver of Humphrey et al.@20#,
Phinney and Humphrey@21#, and Sudarsan et al.@22# have calcu-
lated the wall-driven flow in a toroid of square cross-section cor-
responding to Fig. 2~a! to investigate the effects of varyingd and
Re. The bulk of this work is for two-dimensional~axisymmetric!
flow. However, time averages of three-dimensional results calcu-
lated for Re53200 andd50.005 yield very good agreement with
the Goertler vortices and time-averaged velocity profiles obtained
by Koseff and Street@9,11# in a finite-length parallelepiped with
Re53300; see Sudarsan et al.@22#. For Re53200 andd50.005
as well as for Re52400 with d50.25, the instantaneous flow is
unsteady and the Goertler vortices are observed to meander cha-
otically. Sudarsan et al.@22# conclude that above a critical value
of Re, depending on the value ofd, the flow in a toroid becomes
three-dimensional due to the appearance of Goertler vortex pairs
distributed periodically in the circumferential coordinate direc-
tion. They also obtain evidence to suggest that the Goertler vorti-
ces in a toroid can simultaneously alternate their sense of rotation
periodically as a function of time with characteristic dimension-
less frequencyv52p/(TU/D).

The present study explores more carefully the three-
dimensional unsteady, shear-driven flow in a toroid of square
cross section. The effort is part of an ongoing collaboration be-
tween the University of Virginia and the University of Rovira i
Virgili. We are concerned with two basic flow configurations dif-
fering solely in the way fluid motion is induced. In one configu-
ration, flow through a narrow gap,g, shown in Figs. 2~b! and~c!,
is involved. With reference to Fig. 2~a!, Configuration 1~the ide-
alized case! consists of a toroid withg/D50, the flow in the
toroid being driven by the shearing action of the top wall sliding
radially outwards with an axisymmetric, constant velocityU. With
reference to Fig. 2~b!, Configuration 2~the experimental case!
consists of a toroid with 0,g/D!1, the flow in the toroid being
driven by the shearing action of the wall jet that emerges from the
gap,g, to expand radially outwards along the toroid top wall. For
Configuration 2, the Reynolds number is defined as Reg5UgD/n,
whereUg is the mean velocity of the fluid in the gap at the plane
where it enters the toroid.

In this communication we present results for Configuration 2.
For this configuration numerical calculations are performed for
Reg51143 andg/D50.04 in two toroids: one withd50.25 and
another withd50.51. The main flow visualization results are ob-
tained in a toroid with Reg55000,g/D50.015, andd50.25. Fol-
lowing the procedure outlined by Freitas and Street@8#, all three
of these cases yield estimates of the Goertler number of order 10,
exceeding the stability criterion for the appearance of Goertler
vortices. In the calculations the upper limit on Reg is imposed by
grid refinement considerations. In the flow visualization experi-
ments the lower limit on Reg is imposed by the construction of the
test section. Unfortunately, with the current apparatus it is not
possible to obtain a large overlap in Reg between the experiment
and the calculations.

Experimental Apparatus. The experiments are performed in
a flow apparatus that uses water as the working fluid. A toroid
with D50.05 m andRc50.20 m is accurately machined from a
transparent Plexiglass block 24-in.324-in.38-in. using a CNC

milling machine. With reference to Figs. 2~b! and 2~c!, the inlet
flow passage to the toroid is defined by a trumpet-shaped surface
~machined into the same Plexiglass block! and a separate, flat,
circular, Plexiglass lid of diameter 0.50 m and thickness 2.26 cm.
The curvature of the trumpet-shaped surface is geometrically de-
fined by rotating a quarter-ellipse 360 deg around the toroid axis
of symmetry. The major and minor axes of this ellipse area
50.165 m andb50.060 m. The distance between the circular lid
and the top of the toroid, defining the gap dimensiong, is con-
tinuously adjustable between 0 and 5 mm using three UNC 10-32
fine-thread screws placed 120 deg apart. The entire Plexiglass test
section rests on a laboratory table where it is leveled by means of
three 6-in. long, 1/2-in. diameter, rubber-capped bolts that pass
through threaded bearings 120 deg apart in the table to support the
test section from below.

The test section is part of a recirculating flow system that redi-
rects water leaving the toroid into a sump tank from where it is
pumped into a constant head tank with an overflow line leading
back to the sump tank. Tygon tubing is used for all flow connec-
tions and this serves to minimize the transmission of possible
mechanical vibrations. A circular gutter built into the Plexiglass
lid permits the continuous removal of water from the test section
thus allowing unobstructed side and top views of the toroid. A
globe valve controls the flow of water from the head tank into the
test section, and the rate of flow is measured by means of a King
flow meter ~0–1.5 gpm,60.01 gpm!. After the flow meter the
water passes vertically upwards through a flow conditioning sec-
tion consisting of a glass tube of inner diameter 0.02 m and length
0.40 m. The inlet to this tube contains a bundle of tightly packed
straws 0.20 m long located between a pair of stainless steel
screens. This is followed by an unobstructed length of tube
wherein the flow relaxes before passing through a third screen to
finally connect with the inlet to the trumpet-shaped section, also
of diameter 0.02 m. The flow in the trumpet-shaped section first
decelerates slightly and then accelerates strongly as it approaches
the toroid. A tendency of the flow to separate in the decelerating
section is suppressed by the insertion of two relatively fine, cylin-
drically shaped, concentric stainless steel screens. These addi-
tional screens further reduce any residual inhomogeneities in the
flow approaching the toroid.

A rheoscopic fluid manufactured by Kalliroscope Corp.~AQ-
1000 Rheoscopic Concentrate, consisting of micron-sized guanine
platelets in suspension! is added to the water~1% by volume! for
flow visualization purposes. The flow in the toroid is illuminated
using a plane of light generated by passing the beam from a 5-mW
He-Ne laser through a cylindrical lens. While it is possible to
obtain images of the flow in planes normal to ther, z and
u-coordinate directions, the highest quality and least optically dis-
torted images are obtained inr-u planes, normal to the
z-coordinate direction. Photographs of the flow are taken with a
Canon T90 camera using a 50 mm Canon Macrolens and Kodak
Select B&W 200 ASA film.

Among the uncertainties affecting the experiment, those asso-
ciated with geometrical dimensions during fabrication and assem-
bly of the test section, water temperature variations, and mechani-
cal vibrations are negligible, and those associated with optical
distortion of images are small or correctable if necessary. Two
sources of uncertainty affect the value ofUg in the Reynolds
number, Reg . One is due to the reading error~60.01 gpm! of the
flow meter scale, and the other is due to the positioning error
~625 mm! of the circular lid which leads to an uncertainty in the
gap width,g. The result is a final maximum percent rms uncer-
tainty of 65% in Reg . Of more concern is a possible misalign-
ment of the lid leading to a nonaxisymmetric gap width,g. Such a
misalignment will induce uneven shearing of the flow in the toroid
with corresponding distortions of the flow structures in it. How-
ever, with care this effect can be minimized. For further details
on the experimental apparatus, procedure and uncertainties see
Cushner@23#.
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Numerical Calculations. A fourth-order ~space and time!
version of the CUTEFLOWS code referred to above is employed
for the new calculations presented here, corresponding to Con-
figuration 2. The code solves unsteady three-dimensional constant
property forms of the momentum and continuity equations in Car-
tesian or cylindrical coordinates. The numerical procedure is
based on a staggered-grid, control-volume discretization approach
for deriving finite difference forms of the conservation equations
in terms of the primitive variables, velocity components, and pres-
sure. A fourth-order-accurate central differencing scheme is used
to approximate the pressure and diffusion terms in the momentum
equations. A quadratic upstream-weighted scheme is used for the
convection terms. Continuity yields a discrete Poisson equation
that is solved for pressure using the conjugate gradient method.
The algorithm is explicit in time and uses a fourth-order Runge-
Kutta solver. The dimensionless integration time-step is typically
t/(D/U),0.01 and is small enough to guarantee both stable con-
vergence and accuracy in the course of a calculation.

The calculation domain consists of the entire toroid~full 360
deg! with the impermeable, no-slip condition imposed for velocity
at all its internal surfaces. With reference to Fig. 2~c!, the flow at
the plane where it enters the toroid is taken as essentially fully
developed Poiseuille flow. The flow leaving the toroid redevelops
in an exit gap of the same height,g/D, as the inlet plane gap, and
of length l /D50.55. Calculations are started from corresponding
two-dimensional~axisymmetric! solutions. Earlier linear stability
analyses have shown that the two-dimensional wall-driven flow in
an infinitely long parallelepiped is unstable to infinitesimal distur-
bances. Using the present fourth-order numerical scheme, the Go-
ertler vortices appear spontaneously and it is unnecessary to seed
disturbances. A typical run time for Configuration 2 on a dual
processor Dell workstation~PWS620! is about 10 hours for 100
seconds of numerical flow development.

Substantial grid refinement tests are first performed, culminat-
ing in the choice of a grid with (Nr572, Nz572, Nu5192)
nodes. The nodes in ther-z plane are unequally spaced while those
in the u-direction are equally spaced. Although not shown here,
subsequent additional testing with this grid has yielded vortical
flow structures with characteristics in excellent agreement with
those obtained by Albensoeder et al.@17#. Namely, using periodic
boundary conditions in thex-direction for the wall-driven flow in
a parallelepiped of square cross-section corresponding to Fig. 1~b!
with g/D50 and L/D52, we find k515.7 andv50 at Re
5850 compared to the experimental values ofk515.43 andv
50 at Re5786.3.

Results and Discussion
A summary of some main findings follows below for Configu-

ration 2.

Experimental Results. Flow visualization experiments have
been performed in the range 103<Reg<93103 in a toroid with
d50.25 for gap widths corresponding tog/D50.015, 0.030,
0.040, and 0.060; see Cushner@23#. Here we comment on the
main observations made with a focus on the visualization results
obtained for Reg55000 withg/D50.015.

Because of the viscous action of the circular lid on the flow,
there can be a significant penetration of the radially expanding
wall jet into the toroid. For each gap width,g, a value of Reg
exists above which this penetration is minimal and forg/D
50.015 this corresponds to Reg'1600. For Reg.2000, views of
the flow in ther-z plane, made at an angle through the lid, clearly
reveal the recirculating core flow and the two bottom corner ed-
dies typical of two-dimensional wall-driven flows in plane rectan-
gular enclosures.~Note, however, with reference to Fig. 1~a! that
the eddy arising in the top left-hand corner of a wall-driven plane
enclosure flow is not clearly visible in the experiment, and is not

predicted numerically for the values of Reg andg/D investigated.!
The wall-jet penetration is discussed further below in relation to
the numerical calculations performed.

Depending on the value ofg/D, between Reg51000 and 2000
a first instability leads to the appearance of Goertler vortices in the
flow. ~The exact value of Reg cannot be determined in the current
apparatus because of the wall-jet penetration limitation.! For the
flow with g/D50.015 and Reg52000 the dimensionless wave
number of a vortex pair isk'6.3, and between Reg53000 and
4000, approximately, this doubles tok'12.6. In the latter range
of Reg a slight meandering of the vortices~smaller in extent than
half a wavelength! is observed over time periods of about 5 min.
At Reg'4100 a second, marked instability, in the form of a Hopf
bifurcation, is observed. This involves the continuous merging
and splitting of the Goertler vortices. Beyond Reg'6500 the vor-
tices are subjected to a strong wavy motion which, by Reg
'8000, is disorganized and turbulent~although the intermittent
presence of Goertler vortices is observed!.

Flow visualization results corresponding to Reg55000 with
g/D50.015 are shown in Figs. 3 and 4.~In these and subsequent
figuresr * [(r 2r i)/(r o2r i) andz* [z/D.) The results in Fig. 3
correspond to a snapshot of the flow in thez* -u plane atr *
50.90. Those in Fig. 4 are obtained at different times at different
r * -u planes. Although the flow conditions correspond to an un-
steady flow regime, it is not possible to extract a single character-
istic frequency from the visualization observations. Notwithstand-
ing, Goertler vortices of wave numberk'12.5 are clearly
observed. At small values ofz* ~near the toroid bottom wall!, the
vortices are aligned in the radial direction and fill the entire space
betweenr * 50 and 1. With increasingz* the vortices orient
themselves axially, along thez* coordinate direction, and are es-
pecially prominent along the inner curved half of the toroid,
r * ,0.5.

Numerical Results. Numerical calculations are performed for
Reg51143 andg/D50.04 in two toroids: one withd50.25 and
another withd50.51. Because the details of these two flow are
very similar, and because their Goertler vortices have essentially
the same wavenumber, we focus on the results obtained ford
50.51. Calculated values of the instantaneous circumferential ve-
locity component, visualized using shades of gray ranging from
white to black, are shown in Fig. 5. The results correspond tot*
([tUg/4D)5856 and are in excellent qualitative agreement with
the experimental observations at higher Reg and lowerd in so far
as the spatial structure, distribution, and orientation of the vortices
are concerned. For the conditions calculated, the wave number of

Fig. 3 Visualization of the instantaneous flow in a toroid with
RegÄ5000, dÄ0.25, and g ÕDÄ0.015. Picture shows a z* -u plane
at r *Ä0.90 as seen through the curved outer side wall of the
toroid.
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the vortices isk58.7 and the flow displays a time dependence of
dimensionless frequencyv50.154. ~Note that in the toroid the
dimensionless wave numberk([2p/(l/D))5(2pRc /l)
(D/Rc)5N d, whereN(517) is the total number of vortex pairs
in the toroid.!

Figure 6 shows calculated time records of the dimensionless
circumferential velocity component (uu* 5uu /Ug) at two axial lo-
cationsz* 50.25 andz* 50.50 with r * 50.5 andu50.22p. The
calculations correspond to the conditions of Fig. 5. Although the
magnitudes of these monitor velocity components and their

changes are small, and while the recirculating flow has experi-
enced about 22 toroid periphery ‘‘turnovers’’ in the course of its
development, it appears to still be evolving. Thus, we cannot state
definitively whether the flow dynamics will continue to evolve
towards a final, periodic state withv50.154, or will orbit, in-
stead, within the basin of a strange attractor at some frequency
close tov50.154.

Nevertheless, it is especially noteworthy for the numerical con-
ditions explored that the entire flow field in the toroid alternates
between two identical but spatially displaced states of motion as a

Fig. 4 Visualization of the instantaneous flow in a toroid with Re gÄ5000, dÄ0.25, and g ÕDÄ0.015. Pictures show views of r * -u
planes as seen through the top wall of the toroid over a sector of 18 deg: „a… z*Ä0.9; „b… 0.7; „c… 0.5; „d… 0.3; and „e… 0.1.
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function of time. This Hopf-like bifurcation is clearly illustrated
by the velocity vector plots shown in Fig. 7 for two consecutive
times of an oscillation cycle (v50.154) in thez* -u plane located
at r * 50.5. While the shape, size, and number of the calculated
structures are virtually the same at both times, their positions rela-
tive to a fixed reference point are displaced by half a wavelength
in the u-coordinate direction. A movie of this flow reveals a se-
quentially alternating pattern of Goertler vortices in the main re-
circulating core flow direction. At any instant in a cycle, the two
vortices in any vortex pair have a particular sense of rotation, the
vortices in this pair counterrotating with respect to each other. At
a later time in the cycle, this vortex pair gives way to a new pair,
displaced by half a wavelength in theu-coordinate direction, in
which the vortices now rotate in the opposite sense to the original
pair. At all times, however, the vortices remain equally spaced in
the u-coordinate direction.

From an Eulerian viewpoint, the visual effect at a fixed location
in the toroid is to observein situ time-periodic alternations in
sense of rotation of the vortices. This sign alternation in sense of

rotation occurs simultaneously for all the vortices in a toroid, thus
implying a phase shift in the recirculating core flow direction. We
suggest that the periodic changes in sense of rotation of the vor-
tices is due to a phase-shifted coupling between the tilting and
stretching of circumferential,u-component of vorticity at the con-
vex ~inner radius! wall and the tilting and stretching of the same
component of vorticity at the concave~outer radius! wall.

We referred earlier to a basic difference between the toroid
flows corresponding to Configuration 1~Fig. 2~a!! and Configu-
ration 2 ~Fig. 2~b! and 2~c!! that has to do with the way fluid
motion is induced by shearing. In Configuration 2, a wall-jet ex-
pands radially outwards along the circular lid over the toroid. The
viscous action of the lid on the wall-jet results in a penetration of
the flow into the toroid and the formation of a stagnation line
along the outer concavely curved wall. This stagnation line falls
below the exit gap by an amountp/D that depends on the values
of Reg andg/D. Figure 8 shows an instance of the calculated flow
in the r * -z* plane corresponding to the maximum penetration
depth of the wall jet when Reg51143, g/D50.04 andd50.51.

Fig. 5 Instantaneous distributions of the calculated circumferential velocity component at t *Ä856 in r * -u planes of a
toroid with Re gÄ1143, dÄ0.51, and g ÕDÄ0.04: „a… z*Ä0.7; „b… 0.5 and „c… 0.1. Black and white areas denote regions of
opposite velocity.
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~The corresponding plot for the minimum penetration depth in an
oscillation cycle is virtually the same.! While the radially decel-
erating expanding wall jet and the flow in the vicinity of the
stagnation line represent potential sources for additional instabili-
ties in the toroid, these are not observed in the calculations. If they
exist in the experiment it is not known how much they influence
the centrifugal instability leading to the formation of the Goertler
vortices.

Conclusions
Because of the absence of end wall effects, the shear-driven

flow in a toroid of rectangular cross section represents a more
general fluid mechanics paradigm than its parallelepiped prede-
cessors. In addition, radial accelerations and decelerations of fluid
motion, induced by geometrical curvature, render this flow type
especially rich in its physics.

Numerical calculations of the flow in a toroid can be performed
assuming that a sliding wall shears the fluid. In contrast, an ex-
perimental realization of the flow requires the use of a wall jet to
shear the fluid. We refer to the former as Configuration 1 and to
the latter as Configuration 2.

In the limit d→0 and at sufficiently low Reynolds number, the
wall-driven flow in a toroid corresponding to Configuration 1 ap-
proximates the two-dimensional flow in a plane enclosure. Ford
50 and above a critical value of Re, the same configuration rep-
resents the wall-driven flow in an infinitely long parallelepiped.
Our three-dimensional calculation approach yields results in ex-
cellent agreement with two-dimensional plane square enclosure
flows and with the three-dimensional results of Albensoeder et al.
@17# for the flow in a wall-driven parallelepiped of finite length
~experiment! and infinite length~analysis!. Thus, for the latter we
obtaink515.7 andv50 at Re5850 compared tok515.43 and
v50 at Re5786.3 for the resulting Goertler vortices. Earlier cal-

culations in a finite-length parallelepiped for Re53200 andd
50.005 have yielded results in very good agreement with the
Goertler vortices and time-averaged velocity profiles obtained ex-
perimentally by Koseff and Street@9,11# for Re53300.

Present calculations for Configuration 2 withd50.51 ~and d
50.25), g/D50.04 and Reg51143 reveal the same basic flow
pattern as observed in Configuration 1 when the Goertler stability
criterion is exceeded. This consists of a recirculating core flow
and two smaller eddies at the bottom corners of the toroid, and
centrifugally induced Goertler vortex pairs of wave numberk
58.7 superimposed on and aligned with the recirculating core
flow. Especially noteworthy, however, is the observation that for
any fixed location in the toroid, the Goertler vortex passing
through that location alternates in its sense of rotation periodically
as a function of time, and that this sign alternation occurs simul-

Fig. 6 Time records of the dimensionless circumferential ve-
locity component at „a… z*Ä0.25, r *Ä0.5, and uÄ0.22p „b… z*
Ä0.5, r *Ä0.5, and uÄ0.22p for the conditions of Fig. 5

Fig. 7 Instantaneous dimensionless velocity vectors at times
t *Ä860 „a… and t *Ä865 „b… in the lower half of the z* -u plane at
r *Ä0.5 for the conditions of Fig. 5
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taneously for all the other Goertler vortices in the toroid. From an
Eulerian viewpoint, the visual effect is to observein situ, simul-
taneous, time-periodic alternations in the sense of rotation of all
the vortices in the toroid at frequencyv50.154. Such behavior is
precluded for the wall-driven flows in finite-length parallelepipeds
where the sense of rotation of the Goertler vortices is determined
and stabilized by the sense of rotation of the end wall vortices. A
comparison between the calculated results withd50.25 andd
50.51 suggests that vortex wavenumber is independent of curva-
ture at this value of Reynolds.

Flow visualization observations in a toroid withd50.25,g/D
50.015, and Reg55000 reveal Goertler vortices of wave number
k'12.5 which appear to alternately merge and split around their
average locations. The experimental results suggest that for a tor-
oid with d50.25 vortex wave number increases with increasing
Reynolds number.

While these are interesting and significant findings, further
work is necessary to experimentally verify the periodic alterna-
tions in sense of rotation of the Goertler vortices.~In this regard,
we have made new, encouraging observations in the existing ex-
perimental apparatus but the results are not definitive.! In addi-
tion, it is important to establish~a! the dependence on Reg , d, and
g/D for transition from two-dimensional to three-dimensional
flow and the appearance of flow unsteadiness;~b! the conditions
leading to, and a full understanding of, the time-dependent alter-
nations in sense of rotation of the Goertler vortices; and~c! vortex
structure breakdown and transition to turbulence as a function of
the relevant geometrical and dynamical parameters.

In summary, while the physics of the shear-driven flow in a
toroid has yet to be fully understood, this new configuration poses
a number of significant questions related to centrifugally driven
flow instabilities while serving as a well-defined and challenging
test case for computational fluid dynamic procedures aimed at
solving complex, three-dimensional unsteady, laminar and turbu-
lent flows.
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Fig. 8 Instantaneous streamlines obtained from a full domain
three-dimensional flow calculation in a toroid with Re gÄ1143,
dÄ0.51, and g ÕDÄ0.04. The wall jet flows from left to right at
the top of the toroid thus inducing a clockwise circulation of
the core flow. Results shown correspond to the maximum pen-
etration depth in an oscillation cycle. The maximum penetra-
tion depth is p ÕDÄ0.079 and the minimum is p ÕDÄ0.076.
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Rotating Effect on Fluid Flow in
Two Smooth Ducts Connected by
a 180-Degree Bend
Laser Doppler velocimetry (LDV) measurements are presented of turbulent flow in a
two-pass square-sectioned smooth duct simulating the coolant passages employed in gas
turbine blades under rotating and nonrotating conditions. For all cases studied, the Rey-
nolds number characterized by duct hydraulic diameter and bulk mean velocity was fixed
at 13104. The rotation number Ro was varied from 0 to 0.2. It is found that as Ro is
increased, both the skewness (SK) of streamwise mean velocity and magnitude of

secondary-flow velocity increase linearly, SK52.3 Ro andAU21V2/Uh52.3 Ro10.4,
and the magnitude of turbulence intensity level increases exponentially. As Ro is in-
creased, the curvature induced symmetric Dean vortices in the turn for Ro50 is gradually
dominated by a single vortex most of which impinges directly on the outer part of leading
wall. The high turbulent kinetic energy is closely related to the dominant vortex prevailing
inside the 180-deg sharp turn. The size of separation bubble immediately after the turn is
found to diminish to null as Ro is increased from 0 to 0.2. A simple correlation is
developed between the bubble size and Ro. A critical range of Ro responsible for the
switch of faster moving flow from near the outer wall to the inner wall is identified. For
both rotating and nonrotating cases, the direction and strength of the secondary flow with
respect to the wall are the most important fluid dynamic factors affecting local the heat
transfer distributions inside a 180-deg sharp turn. The role of the turbulent kinetic energy
in the overall enhancement of heat transfer is well addressed.@DOI: 10.1115/1.1522413#

Introduction
Turbulent heat transfer around a 180-deg turn is affected by

flow characteristics, such as the curvature induced Dean-type vor-
tices inside the turn, turn-induced separating bubble immediately
downstream of the turn, and resulting high turbulence intensity
levels,@1#. For engineering applications, such as the internal cool-
ant path of advanced gas turbine blades, the fluid flow, and heat
transfer in the coolant channel are also influenced by rotation. The
effect of rotation on fluid flow in a two-pass smooth square duct
with a 180-deg straight-corner turn~Fig. 1! is therefore an impor-
tant issue but the experimental information regarding flow fields
under rotating conditions is still lacking in the open literature.

Most previous studies of serpentine smooth passages with rota-
tion were focused on heat transfer measurements~Wagner et al.
@2,3#, Han and Zhang@4#, and Yang et al.@5#!. Corresponding
flow-field information mainly derived from numerical results.
Sathyamurthy et al.@6# adopted thek-« model with wall function
treatment to calculate the rotating square coolant channel with a
180-deg bend. Stephens et al.@7# predicted the three-dimensional
fluid flow in a 180-deg bend with rotation using a low Reynolds
number~Re! k-« model of turbulence. Chen et al.@8# employed a
Reynolds stress model and a multiblock numerical method to cal-
culate three-dimensional flow and heat transfer in rotating two-
pass square channels. Code validation was performed for the heat
transfer part. Good agreement was obtained for Nusselt number
distributions. Although there is no lack of experimental heat trans-
fer data to verify the above-mentioned numerical models, little
experimental data are available for flow-field validation of rotat-
ing serpentine coolant channels. Meanwhile, for turbulent flow in

a square duct with a 180-deg bend, broad agreement with mea-
surements is achieved for local Nusselt number predictions even
though significant disagreements occur between velocity field pre-
dictions in the region away from the wall and the corresponding
experimental data, as pointed out by Johnson@9# in his numerical
simulation of the local Nusselt number. Experimental flow-field
data are therefore demanded and valued.

Some previous measurements of relevant fluid flow were per-
formed in stationary smooth~Schabacker et al.@10#! or rotating
rib-roughened~Hsieh et al.@11# and Tse and Steuber@12#! coolant
passages. In the following, only the studies related to rotating
smooth duct flows will be quoted. Elfer@13# investigated the ro-
tational effect on fluid flow in a circular channel with rotation
Reynolds number (rVDH

2 /m) ranging from 0 to 3100 by using a
laser two-focus method. Bons and Kerrebrock@14# used particle
image velocimetry~PIV! to investigate the internal flow of a
single-pass square duct with rotation number Ro up to 0.2. Their
PIV results provided useful information on the Coriolis and buoy-
ancy effects but did not provide turbulence data. In real applica-
tions the coolant duct is serpentine, fluid flow~Liou and Chen@1#
and Servouze@15#! and heat transfer resulting from a 180-deg
sharp turn and duct rotation is quite different from that in a rotat-
ing straight duct. Thus, Liou and Chen@1# presented a set of
laser-Doppler velocimetry~LDV ! data including turbulence inten-
sity profiles for developing flows through two ducts connected by
a 180-deg straight-corner turn at Ro50.08. Servouze@15# per-
formed three-dimensional LDV measurements in a rotating two-
pass channel with a 180-deg sharp turn at Re55000 and Ro50.33
~600 rpm!. Some results were obtained at Re525,000 and Ro
50.033 and 0.066. He did not provide turbulence data but con-
cluded that in the radially inward flow pass the flow is mainly
affected by the bend. The studies cited above have their axis of
rotation normal to the curvature axis~Y-axis in Fig. 1! of the bend,
as in most turbine coolant ducts. In other applications not directly
pertinent to gas turbine blade cooling, the rotational rig of Cheah
et al.@16# was designed such that the axis of rotation was parallel
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to the curvature axis of the bend and located at the middle of the
whole partition wall. They reported LDV measurements of a tur-
bulent flow field in a rotating U-bend of strong curvature
(RC /DH50.65) with Re513105 and Ro50, 0.2, and20.2.

Table 1 is a state-of-the-art list of flow-field measurements in
rotating smooth ducts by various research groups. The lack of
experimental measurements of turbulent velocity fields, compared
to its heat transfer counterpart, in a rotating smooth duct with a
180-deg sharp turn and a bend-curvature axis normal to the rota-
tional axis~pass number52 andu590 deg! is obvious from the
above survey and Table 1. In particular, the secondary flow pattern
and turbulence intensity distribution inside the 180-deg sharp turn
under rotating conditions are still undiscovered in the open litera-
ture and will, therefore, be investigated in the present work.
Hence, the present study aims at performing measurements of the
turbulent flow field in a rotating two-pass smooth duct with a
straight-corner turn using nonintrusive laser-Doppler velocimetry.
The reasons for adopting the straight-corner~or square-corner!
turn are fourfold. First, it is used virtually in all of the previous
studies~Wang and Chyu@17#!. Second, it has appeared in some
practical turbine blades~North @18#!. Third, the square-corner turn
yields the highest heat transfer enhancement among the various
turning configurations examined by Wang and Chyu@17#. Fourth,
the square-corner turn also makes it much easier to perform LDV
measurements inside the 180-deg sharp turn. The rotation-induced
spanwise variations of mean velocity profile in the internal cool-
ing ducts were not reported previously and thus will be examined
in the presented work. It is hoped that the data obtained herein
lend insight to the effect of rotation on the complex flow investi-

gation and can also be used for validation of ongoing computa-
tional predictions of internal flows in coolant ducts with and with-
out rotation. Furthermore, heat transfer data deduced and
recalculated from the previous study~Liou and Chen@19#! using
transient liquid crystal thermometry in the rotating internal cool-
ing duct is presented to provide a better understanding of the
relation between the fluid flow and local heat transfer. Especially,
the roles played by the turbulent kinetic energy as well as the
direction and strength of the secondary flow in affecting the global
heat transfer augmentation and local heat transfer distribution are
documented in detail for the first time.

Experimental System and Conditions

Apparatus. The LDV experimental setup and flow system is
similar to that described in Liou et al.@20#, as shown schemati-
cally in Fig. 2. Based on 1/e2 extent of light intensity of a 4-W
argon-ion laser, the forward scattering mode of the two- color
four-beam two-component LDV system resulted in a probe vol-
ume of about 1.69 mm in length and 0.164 mm in diameter and
the off-axis mode 0.74 mm in length and 0.164 mm in diameter
inside the test section. The light scattered from salt particles with
a nominal 0.8-mm diameter was collected into the photomultiplier
and subsequently downmixed to the appropriate frequency shift of
0.1 to 20 MHz. Then two counter processors with 1 ns resolution
were used to process the Doppler signals and feed the digital
outputs into a PC-586 for storage and analysis. An optical incre-
mental encoder~BEI H25D! attached to the rotating machinery
resolver~RMR! module provided the phase angle in a given cycle.

Fig. 1 Sketch of configuration, coordinate system, and dimensions of test section

Table 1
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The minimum positioning window of each measuring location
was indexed by the rotary encoder with a resolution~ER! of 0.09
deg. When a velocity measurement was validated by the counter
processor, the phase angle-velocity data were concurrently trans-
ferred to the PC-586 and recorded. The circumferential length of a
single data bin was from 0.51 to 0.91 mm as the measuring loca-
tion varied from X* 510 to X* 521. Two circumferential
traverses were performed along two close radial positions to ob-
tain profiles along straight traverse lines by data interpolation.

Air was axially drawn into one end of a hollow shaft by a 2.2
kW turbo blower, made a 90-deg turn in one side of a settling
chamber, and radially flowed into the test section. The settling
chamber was an enlarged part of the hollow shaft and internally
partitioned into two parts by the divider of the two-pass coolant
passage. As indicated in Fig. 1, the air flow in the first and second
passages of the test section was radially outward and inward, re-
spectively. Downstream of the test section, the air flow made a
90-deg turn in the other side of the settling chamber and then
flowed axially through inside the hollow shaft, a rotary joint, a
curved duct, a flowmeter, a bellows, and then exhausted through
the exit of the blower.

Test Section and Conditions. The test section was made of
10-mm thick acrylic sheets for optical access. Figure 1 shows its
configuration, coordinate system, and dimensions. The flow path
has a cross section of 22 mm322 mm with a corresponding
hydraulic diameter ofDH522 mm. The channel height of the test
section corresponds to phase angle windows of about two and four
degrees at radii of 585 mm and 310 mm, respectively. The mea-
sured lengths of the first pass, sharp turn, and second pass are
10DH , 2.5DH , and 10DH , respectively. At the turn, the clear-
ance between the tip of the divider wall and the duct outer wall is
equal to 1DH ~or 22 mm! and the width of divider wall that
separates the two flow passes is 0.5DH or Wd* 50.25. For the case
of rotation, the mean radius-to-passage hydraulic diameter ratio is
22.7. Nevertheless, it should be noted that the coordinate origin is
chosen at the tip center of the partition wall~Fig. 1! such that the

X-coordinates upstream and downstream of the turn are all posi-
tive whereas in the turn negative. The streamwise mean velocity
componentU is taken positive along the main stream direction.

For both the stationary and rotational cases, the Reynolds num-
ber, based on the bulk mean velocity ofUb56.79 m/s and hydrau-
lic diameter, is fixed at 1.03104. The choose of this value of Re
is mainly limited by the LDV data rate and the practical rotation
number Ro of 0.2. For the cold flow test, Ro is the major param-
eter documenting the effect of rotation. The rotational speeds
range from 0 to 660 rpm corresponding to Ro from 0 to 0.2. The
inlet reference cross section is chosen atX* 510 of the first flow
pass. The velocity measurements were made at 3 and 14 radial
stations for the first and second flow passes, respectively. In each
station the streamwise~U! and transverse (V) velocity profiles
were measured along three planes (Z* 560.23, 60.50, and
60.77! for four rotation numbers~Ro50.05, 0.10, 0.15, and 0.20!.
The secondary-flow velocity vector mappings were performed
over three cross-sectional planes (Z* 520.5, Z** 50, and Z*
50.5) inside the turn for two rotation numbers~Ro50.08 and
0.15!. Note that the inner surface of the passage is always atZ*
50.0, the outer surface is atZ* 561.0, and theY* 50.0 is lo-
cated halfway between the leading and trailing wall.

Data Accuracy. Typically, 2000–4000 realizations were en-
semble averaged at each measuring location for the stationary and
rotational cases. Additional measurements of higher realizations
~8000! in the high fluctuation regions were also taken to make
sure the attainment of statistical convergence. For the latter case
there were 40,000 to 80,000 realizations within the phase angle
window over many revolutions. The presented mean velocity and
turbulence intensity were calculated from the probability distribu-
tion function of the measurements. The corresponding statistical
errors in the ensemble mean velocity and turbulence intensity
were less than 0.018Ub and 0.031Ub , respectively, for a 95%
confidence level. For the rotational case, the phase angle broad-
ening ~or positioning window broadening! was estimated as 0.5
and 3.4%~relative toUb) for mean velocity and turbulence inten-

Fig. 2 Schematic drawing of overall experimental system
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sity profiles, respectively, for positioning window widths of 0.125
deg. An in-field balancer was used to perform the static and dy-
namic balance of the rotating piece. The maximum displacement
of rotation-induced vibration was 28mm for Ro50.2. Other
sources of error were documented in detail in our previous work
~Liou and Chen@1#!.

Results and Discussion

Flow Patterns at Inlet Reference Station. Figure 3~a! de-
picts the streamwise meanX- component velocity and turbulence
intensity profiles at inlet reference stationX* 510 in the Z*
520.5 plane for the stationary-duct case. The profiles are only
shown in the symmetrical half. It is seen that theU/Ub profile is
rather uniform within 60%~with respect toY* 50) of the channel
height. The corresponding boundary layer thickness,d95 defined
at 95%Umax, is 3.5 mm~at Y* 520.64). Theu8/Ub profile has
levels of 0.0960.02, except near the wall where the levels are
higher and within 0.1560.03. Because the normal vector of
Z* -planes is parallel to the axis of rotation, theZ* -planes ap-
proximately parallel the direction of Coriolis force in the rotating
duct case~Fig. 1!. Therefore, the flow profiles in theZ* -planes
are expected to be influenced largely by Coriolis force. The
streamwise mean velocity and turbulence intensity profiles atX*
510 in theY* 50 plane for Ro50 is depicted in Fig. 3~b!. The
data are collected in the full span and presents a slight skewness.
The U/Ub profile is skewed toward the inner wall while the
u8/Ub toward the outer wall. The skewness comes from the up-
stream 90-deg turn in the settling chamber, and has nearly dimin-
ished as a result of the flow developing length of 17.2DH .

Figure 4 shows the rotation number effect on the streamwise
meanX-component velocity and turbulence intensity profiles at
X* 510 in the Z* 520.5 plane. It can be seen clearly that the
skewness ofU/Ub increases monotonically as Ro is increased
from 0.05 to 0.20. The skewness indices, defined as
*21

1 Y* 3(U/Ub)dY* /sY*
3 , @21#, in the present study, are 0.12,

0.20, 0.30, and 0.48 for Ro50.05, 0.10, 0.15, and 0.20, respec-
tively. The maximumU/Ub accelerated by the Coriolis force oc-
cur near Y* 50.60 and are 1.16Ub , 1.23Ub , 1.33Ub , and
1.40Ub for Ro50.05, 0.10, 0.15, and 0.20, respectively. Figure 4
also includes the mean flow results reported by Bons and Kerre-

brock@14# for comparison. Their PIV-measured profile~symbol3
in Fig. 4! at Ro50.20 and Re58100 does not skew as much as
those measured in the present Ro50.20 case. The rationale for
this discrepancy can be the different flow redeveloping length in
the two studies. The measuring location of Bons and Kerrebrock
@14# is 7.9Dh from the tapered inlet of the test section. However,
the measuring location of the inlet reference plane in the present
study is about 15Dh downstream of the sudden contraction inlet
after the settling chamber~Fig. 1!. The velocity skewness in the
Z* 520.5 plane generally increases with the development of the
fluid flow in the rotating duct, as will be addressed in the follow-
ing section~Flow Development inZ* Planes!. When the rotation
number is increased from Ro50.05 to Ro50.20, the turbulence
intensity in the core region,Y* 520.6;0.6, is augmented gradu-
ally from 0.0960.01 to 0.1260.01. The rotation-induced skew-
ness of turbulence intensity profiles is not so obvious as that of the
mean velocity profiles. Nevertheless, rotation raises turbulence in-
tensity more notably near the trailing wall (u8/Ub50.20;0.33 at
Y* 50.92) than near the leading wall (u8/Ub50.15;0.25 atY*
520.92) as a result of the movement ofUmax/Ub toward the
trailing wall and the increase ofUmax/Ub with increasing Ro.

Flow Development in Z* Planes. The streamwise flow de-
velopments inZ* 560.5 planes are depicted in Fig. 5. For Ro50
~Liou et al. @20#!, the streamwise mean velocity profiles~Ro50,

Fig. 3 Streamwise mean velocity and turbulence intensity pro-
files at X*Ä10 station of the first pass in the „a… Z*ÄÀ0.5 and
„b… Y*Ä0 planes for Re Ä10,000 and RoÄ0

Fig. 4 Streamwise mean velocity and turbulence intensity pro-
files at X*Ä10 station of the first pass in the Z*ÄÀ0.5 plane for
ReÄ10,000 with various Ro
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dashed line! in theZ* 520.5 plane of the first pass are symmetric
and almost unaffected by the turning curvature. In theZ* 50.5
plane within the region of about 6DH after the turn, concave
streamwise mean velocity profiles with lower velocity around
Y* 50 appear due to the combined effect of the sharp-turn-
induced separation recirculation flow~will be shown shortly in
this section! and the turning-curvature-induced Dean-type second-
ary flow. For X* .6, the streamwise mean velocity profiles be-
come a top-hat shape. Even with a small rotation number, say
Ro50.05, the symmetric velocity profiles inZ* 560.5 planes are
altered greatly, especially near the 180-deg sharp turn. The
rotation- induced Coriolis force directs the fluid flow from the
leading wall towards the trailing wall~thus increases the fluid
mass there! in the outward flowing duct, whereas its direction is
reversed in the inward flowing duct~Liou and Chen@1#!. Solid
lines in Fig. 5 show that relative to its stationary counterpart
~dashed lines!, the streamwise mean velocity profiles for 0<X*
<10 in the first pass of the rotating duct~Ro50.05! are all
skewed towards the trailing wall. The rotation-induced skewness
increases gradually as the flow proceeds radially outward in the
first pass since the centrifugal force increases with increasing fluid
mass and distance from the rotational axis. Quantitatively, the
skewness indices are 0.12, 0.26, and 0.42 forX* 510, 5, and 2,
respectively. AtX* 52, U/Ub profile has a higher peak value of
U/Ub51.2 occurring aroundY* '0.6.

Conversely, the symmetric double peakU/Ub profiles in the
second pass for the stationary case is skewed towards the leading
wall, say atX* 50.1, 1.0, 2.0, and 3.0, due to the Coriolis force as
Ro is increased from 0 to 0.05. The skewness indices remain
about 20.30 ~negative sign represents skewing toward leading
wall! from X* 50 to 2.0 while the concave profiles are being
leveled due to the action of the centrifugal force. As the flow
proceeds radially inward toX* >3.0, the concavity ofU/Ub pro-
files is leveled up and the skewness index drops to20.10. The
U/Ub profiles in the duct-central planes (Z* 50.5) of the second
pass are quite symmetric with skewness indices of20.07 and
20.04 for X* 55.0 andX* 510.0, respectively. The skewness in
the front portion of the second pass is the result of skewed flow
profiles from first pass, the 180-deg sharp turning effect, and the
ever-existing Coriolis force in the rotating duct. The resultant sec-
ondary flow directs most of flow toward leading wall before en-
tering the second pass and shifts the recirculation separation
bubble toward trailing wall in the front portion of second pass, as
will be addressed in the following section~Secondary Flow Pat-
terns in the 180-Deg Turn!. This is the main reason for the skewed
twin peakU/Ub profiles. Note that before entering the reference
inlet plane (X* 510) in the first pass, the rotation-induced Corio-
lis force has already affected the fluid flow for about 15DH , as
shown in Fig. 1. This explains why one can find a well-skewed
U/Ub profile at the end of first pass, say atX* 52.0, but not at the
exit of second pass, say atX* 510, for the low rotation number
case~Ro50.05!.

As mentioned previously, the twin peakU/Ub profiles result

from the presence of turn-induced separation bubble. Neverthe-
less, no previous studies explored the variations ofU/Ub distri-
butions and dimensionless separation-bubble length (XR* in Fig. 1!
with Ro. Such variations are plotted in Figs. 6 and 7 where the
longitudinal planeZ* 50.09 is 2 mm adjacent to the divider wall
Z* 50 ~Fig. 1!. As one can see from Fig. 6~a!, there exists a
separation bubble skewed slightly toward the trailing wall (Y*
51). This is because the Coriolis force in the radially inward
flow pass directs the fluid to flow toward the leading wall with
positive U/Ub . When Ro is increased from 0.08 to 0.15, the
rotation-induced Coriolis force increases accordingly. As a result,
Fig. 6~b! shows that the region of positiveU/Ub enlarges or the
size of separation bubble shrinks. Figure 7 further depicts that the
length of the separation bubble on theY* 50 plane and divider
wall decreases with increasing Ro. This observation suggests that
heat transfer uniformity immediately after the turn will be im-
proved with increasing Ro and diminishing separation bubble. The
functional relation betweenXR* and Ro can be correlated asXR*
5224 Ro224 Ro11.7 for 0<Ro<0.2. This correlation provides
a useful reference for validating the relevant CFD code.

Figure 8 depictsU/Ub andu8/Ub profiles in sixZ-planes (Z*
560.23,60.50, and60.77! for Ro50.15. In the front part of the
first pass~Fig. 8~a!!, no apparent variations inU/Ub and u8/Ub

profiles exhibit between differentZ* planes atX* 510.0 andX*
55.0 stations. AtX* 52.0, the flow has sensed the 180-deg sharp
turn and, hence, displays an acceleration and deceleration in the
inner plane (Z* 520.23) and outer planes (Z* 520.77), respec-
tively, as shown in the upper left of Fig. 8~a!. This has the same
trend as the stationary case~Liou et al. @20#!. However, rotating
the duct with Ro50.15 advances the outset of flow acceleration
and deceleration at least 0.5DH ahead of its stationary counterpart
(X* 51.5, Liou et al. @20#!. The corresponding variations in
u8/Ub profiles betweenZ* 520.23 andZ* 520.77 planes can
be as large as 5% and 13% ofUb near the leading and trailing
walls, respectively. The rotation-induced spanwise variations of

Fig. 5 Evolution of streamwise mean velocity profile in the
Z*ÄÁ0.50 planes of the first and second passes for „a… RoÄ0
„Liou et al., †20‡… and „b… RoÄ0.05

Fig. 6 Radially inward evolution of UÕUb profile within 2 DH
immediately after the turn for „a… RoÄ0.08 and „b… RoÄ0.15

Fig. 7 Variation of separation bubble length with rotation
number
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U/Ub mainly occur in the second pass~Fig. 8~b!!. In the station-
ary case, a flow undergoes adverse~Fig. 9! and favorable pressure
gradients~Liou and Liao @22#! along the inner and outer walls,
respectively, in the post-turn region. The reversed trend in the
streamwise mean velocity evolution results in higher and lower

velocity near the outer and inner walls, respectively, throughout
the second pass~Liou et al.@20#!. Rotation inverses the aforemen-
tioned trend in the second pass if the value of Ro is sufficient
high. As shown in Fig. 8~b!, for Ro50.15U/Ub is the highest in
the Z* 50.23 plane~close to inner wall! and the lowest in the
Z* 50.77 plane~close to outer wall! at the X* 53.0 and X*
55.0 stations. The physical explanation is as follows. The above-
mentioned reduction of the size of separation bubble with the
increase of Ro lowers the turn-induced pressure loss on the inner
wall side. Figure 9 is an example showing the wall static pressure
drop alongZ* 50.23 plane near the inner wall. Please refer to
Liou et al. @23# for detailed setup of pressure measurements. It is
seen from Fig. 9 that as Ro is increased beyond a critical range
0.10<Roc<0.15, the reduction in turn-induced pressure loss
leads to a favorable pressure gradient fromX* 50 to 10 ~symbol
¹ andX in Fig. 9!, in contrast to an adverse pressure gradient for
Ro,Roc , and in turn flow acceleration on theZ* 50.23 plane
shown in Fig. 8~b!. The spanwise variation of mean velocity mag-
nitude can be as high as 44% and 50% atX* 53.0 and 5.0, re-

Fig. 8 „a… Spanwise variations of streamwise mean velocity and turbulence inten-
sity profiles in the first pass for Ro Ä0.15. „b… Spanwise variations of streamwise
mean velocity and turbulence intensity profiles in the second pass for Ro Ä0.15.

Fig. 9 Variation of dimensionless wall static pressure with X*
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spectively, in the second pass. In addition to the magnitude of
mean velocity, the skewness ofU/Ub profiles varies with different
spanwise locations. The skewness indices are20.06 (Z*
50.23), 20.12 (Z* 50.50), and20.02 (Z* 50.77) atX* 53.0,
and are 0.11 (Z* 50.23), 0.05 (Z* 50.50), and 20.10 (Z*
50.77) at X* 55.0. The spanwise variation of skewness illus-
trates the much more complex flow structures in the second pass
than in the first pass due to the combined turning and rotating
effects. Away from the turn in the second pass, the spanwise varia-
tion of U/Ub profiles is reduced, as shown by the upper right
figure (X* 510.0 in the second pass! in Fig. 8~b!. In general, there
are less noticeable variations, up to 7% ofUb , in u8/Ub profiles
between differentZ* planes can be found from Fig. 8~b!.

Secondary Flow Patterns in the 180-Deg Turn. Figure 10
shows the secondary-flow pattern at the midturn (Z** 50) cross
section under stationary and rotatory conditions. It is well known
that a Dean-type secondary flow typically exists for a flow
through a turn due to the imbalance of centrifugal force and pres-
sure gradient, as shown by Fig. 10~a!. Note that the secondary-
flow mean-velocity vector fields are plotted in the way of the
facing-upstream direction. In the stationary case, the counter ro-
tating Dean vortex pair appears symmetrically with the vortex
centers locating atX* 520.60 andY* 560.80. The maximum
cross-stream mean velocity occurs atY* 50 near X* 520.20.
Relatively low secondary-flow velocities appear near the divider
walls (X* 50). This is due to the onset of flow separation shifts
from the second pass to the divider tip inside the turn forWd*
50.25 ~Liou et al. @20#!. Two regions with secondary flow di-
rected toward the top and bottom walls occur aroundX* 521
andY* 560.8;61 where heat transfer is elevated. In particular,
the downwash regions of the secondary flow are associated with
the highest Nu/Nu0 enhancement.

As the duct rotates, Figs. 10~b! and 10~c! clearly reveal that the
difference in Ro does affect the cross-stream flow pattern inside
the turn. In the first pass of the rotating duct, the streamwise mean
velocity profiles are skewed towards the trailing wall~Fig. 8!, as
mentioned previously and further evidenced in Figs. 10~b! and

10~c! in terms of cross-stream velocity profiles. Most flow skews
toward trailing wall aroundX* 50;20.4. Therefore, the symme-
try of the turn-induced secondary flow is totally altered, and the
lower part of the Dean vortex pair dominates the whole cross
section of the midturn. The ruling vortex occupies more than a
90% area of the midturn cross section, and directs the major sec-
ondary flow to impinge and sweep the leading wall. This will
cause a much greater heat transfer enhancement on the leading
wall than on the trailing wall in the 180-deg sharp turn. The upper
part of the distorted Dean vortex pair still exists and is confined to
the upper part (Y* .0.85) and upper left corner (Y* .0.70 and
X* ,20.60) for Ro50.08 and Ro50.15, respectively. The upper
vortex has a velocity similar to and higher than its stationary
counter part for Ro50.08 and Ro50.15, respectively. The domi-
nant vortex results in a strong back flow near the leading wall.
One can find that the secondary flow is directed away from the
leading wall near the lower right corner (X* 520.25;0 and
Y* 521;20.6) of the midturn cross section. The upwash re-
gions of the secondary flow are associated with the deteriorated
Nu/Nu0 enhancement~Pauley and Eaton@24# and Liou et al.
@25#!. Quantitatively, rotation increases the total averaged strength

of secondary flow,AU21V2, from 0.39Ub ~Ro50! to 0.63Ub
~Ro50.08! and 0.73Ub ~Ro50.15! in the midturn cross section.

In particular,AU21V2 is remarkably increased by rotation from
0.28Ub ~Ro50! to 0.82Ub ~Ro50.08! and 0.89Ub ~Ro50.15!
around the most-heat-transfer- elevated area (Y* ,20.8 andX*
,20.4 on the leading wall!. The (AU21V2)max is 0.80Ub ,
1.20Ub , and 1.45Ub for Ro50, 0.08, and 0.15, respectively.

Velocity Vector Patterns in Z*ÄÁ0.5„À1ËX*Ë0… Planes.
Figure 11 shows flow patterns in the two selected cross sections
inside the 180-deg sharp turn under rotating conditions. Note that
Fig. 10 and Fig. 11 to be shown shortly are only for two- dimen-
sional flow view due to the limitation of the LDV. The best view
is in a 45-deg angle plane~Schabacker et al.@10#!. At Z*
520.5, the flow patterns are quite similar to those atZ** 50
~Fig. 10!. The Dean-type vortex pair is greatly skewed by
rotation-induced Coriolis force. Both the dominant vortex near the
leading wall and the minor vortex confined in the upper left corner
are still under developing and is smaller than those in the midturn
(Z** 50, Figs. 10~b! and 10~c!! in both size and strength. Also
note that the flow vectors suggest that the presence of a vortex
near the lower right corner (X* 50 and Y* 521) of the Z*
520.5 cross section. This rotation-induced vortex is formed by
the collision of the two opposite streams—one is the main stream
from the first pass and the other is the reverse flow of the domi-
nant vortex in the turn—near the entrance of the turn (X* ;0).
Flow patterns are much different in theZ* 50.5 cross section
~Fig. 11! because the flow has turned about 180 deg and is ready
to enter the second pass. Note that the direction of rotation-
induced Coriolis force is reversed while the turn changes outward
flow ~first pass! into inward flow~second pass!. More fluid flow is
now gathered near the leading wall for the case ofZ* 50.5, op-
posite to that for the case ofZ* 520.5. This difference illustrates
the skewed double-peak velocity profile shown in Fig. 5~solid
line! near the entrance of the second pass (X* 50). More and
more fluid flow is gathered near the leading wall while increasing
Ro from 0.08 to 0.15 and, in turn, the skewness~toward the lead-
ing wall! of the concave streamwise mean velocity profiles in-
creases with increasing Ro. The shift of the lowest velocity posi-
tion in Fig. 11 fromY* 50.20~Ro50.08! to Y* 50.40~Ro50.15!
also implies the shift of the separation recirculation zone in the
second pass toward trailing wall.

Turbulent Kinetic Energy in the 180-Deg Turn. In addition
to the greatly distorted secondary-flow mean velocity profiles, tur-
bulence distributions deserve to be reported under rotating condi-
tions since PIV measurements usually do not provide such infor-

Fig. 10 Cross-stream secondary flow patterns in the midturn
„Z** Ä0… for „a… RoÄ0, „b… RoÄ0.08, and RoÄ0.15 at ReÄ10,000
„view from downstream side …
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mation as mentioned in Introduction. Figure 12 thus depicts the
dimensionless turbulent kinetic energy (k/Ub

2) distributions in the
three cross sections examined. It is seen that the distributions of
k/Ub

2 for RoÞ0 are quite asymmetric. For theZ* 520.5 cross
section, the highest localk/Ub

2 peaks, 0.20~Ro50.08! and 0.30
~Ro50.15!, are associated with the dominant vortex centers~Figs.
10 and 11!. The vortex structure is believed to be highly unsteady
due to the combined effect of turning and rotating, and thus gen-
erates high turbulence. The shift ofk/Ub

2 peak position conform-
ably corresponds to the shift of dominant vortex center forZ*
520.5 in Fig. 11. The second highk/Ub

2 peak occurs near the
trailing wall due to the collision of the main stream with the back
flow of the minor vortex. The values and locations of the second
high k/Ub

2 peak are~0.10, X* 520.35) and~0.20, X* 520.70)
for Ro50.08 and Ro50.15, respectively.

In the midturn plane, thek/Ub
2 distribution is quite similar to

that in theZ* 520.5 plane. For theZ** 50 cross section, the
highest localk/Ub

2 peaks located at the dominant vortex centers
are 0.25 for both Ro50.08 and Ro50.15. The values and loca-
tions of the second highk/Ub

2 peak are~0.15, X* 520.35) and
~0.20,X* 520.40) for Ro50.08 and Ro50.15, respectively. The

relatively higher localk/Ub
2 peak near the divider wall is associ-

ated with the separation-bubble’s shear layer~Liou et al.@20#! and
is about 0.10 for both Ro50.08 and Ro50.15.

Turbulence distributions inZ* 50.5 plane~Fig. 12! are quite
different from those inZ** 50 andZ* 520.5. The highestk/Ub

2

at X* 50 is associated with the shear layer bounding the separat-
ing recirculation zone and the double-peak velocity profile. The
values and locations of the highestk/Ub

2 peak are~0.15,Y* 50)
and ~0.18, Y* 50.05) for Ro50.08 and Ro50.15, respectively.
Increasing Ro from 0.08 to 0.15 generally increasesk/Ub

2 of the
low turbulence core region from 0.01;0.02 to 0.02;0.03. The
averaged values ofk/Ub

2 for ~Ro50.08/Ro50.15! are ~0.044/
0.062!, ~0.061/0.066!, and ~0.053/0.072! for the Z* 520.5, Z**
50, andZ* 50.5 planes, respectively. The averagedk/Ub

2 inside
the turn is increased 40%, 8%, and 36% by raising rotation num-
ber from Ro50.08 to Ro50.15 for Z* 520.5, Z** 50, andZ*
50.5 planes, respectively.

Figure 13 summarizes the overall rotating effect on the heat
transfer ~Liou and Chen@19#! and fluid flow parameters in the
180-deg turning duct. The total averaged flow parameters,

Fig. 11 Flow patterns of two cross sections „Z*ÄÀ0.5 and
Z*Ä0.5… inside the turn for Ro Ä0.08 and RoÄ0.15 at ReÄ10,000
„view from downstream side …

Fig. 12 Dimensionless turbulent kinetic energy contours of
three cross sections „Z*ÄÀ0.5, Z** Ä0, and Z*Ä0.5… inside
the turn for Ro Ä0.08 and RoÄ0.15 at ReÄ10,000 „view from
downstream side …
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AU21V2 and k̄/Ub
2, are calculated from 130 points for the rotat-

ing conditions. The measurement resolutions are 1.5 mm and 2.2
mm in transverse and spanwise directions, respectively. Rotation-
induced skewness in the first pass contributes to the higher aver-
aged Nu/Nu0 on the leading wall than on the trailing wall inside
the turn, as shown in Figs. 13~a! and 13~b!. The rotation-induced
increases on the magnitude of secondary-flow velocity and turbu-
lent kinetic energy all contribute to the averaged heat transfer
enhancement around the 180-deg sharp turn, as can be observed
from Figs. 13~c! and 13~d!, respectively. The correlation equations
of these parameters are also added to Fig. 10. The RMS difference
of the first-order equations are 2.8%, 2.0%, 1.9%, 0.9%, 3.8%,
and 11.9% for~Nu/Nu0!Leading, ~Nu/Nu0!Trailing , skewness index,

(AU21V2)max, AU21V2, and k̄/Ub
2, respectively. All the flow

parameters increase linearly with increasing Ro except turbulent
kinetic energy (k/Ub) which first increases steeply and then tends
to level off for Ro.0.15.

Relation Between Near-Wall Fluid Flow Parameters and
Surface Heat Transfer. It is interesting to elaborate on the ro-
tation effect on the significant role played by the secondary flow
in affecting the Nusselt number augmentation in the planeZ**
50 where convective and turbulent motions also prevail~Liou
et al.@20#!. Figure 14 is used to illustrate the point. The top graph
of Fig. 14 presents the Nusselt number ratio curves~Liou and
Chen @19#! along Z** 50 on the leading~the hollow diamond!
and trailing~the solid square! walls for Ro50.10. The heat trans-
fer augmentation is generally more pronounced near the outer
wall (X* 521) than near the inner wall (X* 50). In average, the
Nu/Nu0 is about 50% higher on the leading wall than on the
trailing wall. In order to explain the effect of fluid flow on the
surface heat transfer characteristics, Fig. 14 further depicts three
dimensionless flow parameters, i.e.,k/Ub

2 ~turbulent kinetic en-
ergy!, uUu/Ub ~velocity component parallel to the wall!, andV/Ub
~velocity component normal to the wall!. These parameters are
measured at 2-mm distance away from the leading and trailing
walls (Y* 561) along Z** 50 planes. Near the trailing wall
(Y* 51), k/Ub

2 has about the same level~0.1;0.2! aroundX*
520.2;20.8, whereV/Ub is nearly null ~Fig. 10!. The U/Ub

and V/Ub have the highest values near the outer wall (X*
521) where Nu/Nu0 is also the highest. Near the leading wall,
k/Ub

2 is quite low~about 0.01 forX* ,20.5) relative to the mean
velocity components. TheuUu/Ub has a bell shape with the high-
est value of 1.2 atX* 520.45 where the periphery of vortex
strongly sweeps over and almost parallels (2V/Ub'0) the wall
surface. It is interesting that the Nusselt number ratio does not
have the highest values there. On the contrary, Nu/Nu0 is the
highest atX* 520.9 whereuUu/Ub is the lowest. In comparison
with two other flow parameters, the shapes of the2V/Ub and

Fig. 13 Variation of Nusselt number ratio, dimensionless
skewness index, magnitude of secondary-flow velocity, and
turbulent kinetic energy with Ro for Re Ä104

Fig. 14 Effects of rotation on radial distributions of Nu ÕNu0 ,
k ÕUb

2, zUzÕUb , and VÕUb at Z** Ä0 for ReÄ10,000 „LDV mea-
surements performed at 2-mm distance away from the leading
„Y*ÄÀ1… or trailing „Y*Ä1… walls …
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Nu/Nu0 curves are most correlated. Because the current LDV ex-
perimental setup can not measure theZ-component mean velocity
~W! under rotating conditions, theW/Ub profiles alongZ** 50
under stationary condition~Ro50, Liou et al. @20#! is added to
Fig. 14 for reference. Due to the acceleration and deceleration
induced by the turn,W/Ub is the highest near the inner wall
(X* 50) and the lowest near the outer wall (X* 521), which is
totally opposite to its heat transfer counterpart. In summary, one
can infer the roles played by the dimensionless parameters exam-
ined in affecting Nusselt number distribution from Fig. 14. First,
in the region where the mean velocity component normal to the
wall prevails, say on the leading wall alongZ** 50, the Nusselt
number elevation is dominated by the secondary flow impinge-
ment effect. Second, in the region where the mean velocity com-
ponent normal to the wall is weak or zero, say forX* .20.8 on
the trailing wall alongZ** 50, the Nusselt number augmentation
is mainly affected by the mean velocity component parallel to the
wall.

Conclusions
A set of comprehensive LDV measurements of turbulent fluid

flows in a rotating 180-deg sharp turning smooth duct has been
performed. The rotating effects on the fluid flow are documented
both qualitatively and quantitatively. The following main results
are drawn from the data presented:

1 In the radially outward flow pass, the skewness index~SK! of
U profiles increases linearly with increasing Rotation number
~Ro!, SK52.3 Ro for Ro50 to 0.2, as a result of the rotation-
induced Coriolis force and hydrodynamic centrifugal force.

2 Immediately after the turn in the radially inward flow pass,
there exists a separation bubble on the inner~divider! wall side
skewed slightly toward the trailing wall due to the effect of Cori-
olis force. Its size shrinks with increasing Ro and can be corre-
lated asXR* 5224 Ro224 Ro11.7 alongY* 50 andZ* 50. The
latter observation and simple correlation obtained have not been
reported previously and are useful for CFD validation.

3 Rotation causes significant spanwise variations, as large as
50% ofUb , of both the magnitude and skewness ofX- component
mean velocity profiles near the 180-deg sharp turn and in the
second pass. There exists a critical range of Ro, 0.10,Ro<0.15,
above which the turn-induced pressure loss is reduced 52;60%
from its stationary counterpart. As a result, the adverse pressure
gradient for Ro,Roc is reversed to favorable one for Ro,Roc .
This observation provides physical explanation to flow moving
faster near the inner wall than the outer wall in the second pass
from Ro50.15.

4 As the rotation number is increased beyond 0, the curvature
induced symmetric Dean-type vortices in the midturn is gradually
dominated by a single vortex most of which impinges directly on
the outer part of leading wall. Both the averaged and maximum
magnitudes of secondary-flow velocity increase linearly with in-

creasing rotation number,AU21V2/Ub52.3 Ro10.4 and
(AU21V2)max/Ub54.4 Ro10.8.

5 In general, duct rotation increases the turbulent kinetic en-
ergy of the secondary flow in the 180-deg sharp turn. The aver-
agedk/Ub

2 inside the turn is increased up to 40%, 8%, and 36%
by raising rotation number from Ro50.08 to Ro50.15 for Z*
520.5, Z** 50, andZ* 50.5 planes, respectively. Meanwhile,
the symmetrical turbulent kinetic energy contour for the stationary
case is skewed and redistributed by rotation.

6 Globally, the rotation-induced increases on the secondary-
flow velocity and turbulent kinetic energy all contribute to the
averaged heat transfer enhancement around the 180-deg sharp
turn. Locally, the direction and strength of the secondary flow
with respect to the wall are the most important fluid dynamic
factors affecting the local heat transfer distributions inside a rotat-
ing 180-deg sharp turn, followed by the convective mean velocity,
and then the turbulent kinetic energy.
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Nomenclature

A 5 half-width of duct~m!
B 5 half-height of duct~m!

Cp 5 specific heat~Jkg21 K21!
DH 5 hydraulic diameter, 4AB/(A1B) ~m!

h 5 heat transfer coefficient~Wm22 K21!
k 5 turbulent kinetic energy (u21v2)/2 ~m2s22!

ka 5 thermal conductivity of air~Wm21 K21!
kw 5 thermal conductivity of wall~Wm21 K21!
Nu 5 local Nusselt number,h•DH /ka

Nu0 5 Nusselt number in fully developed tube flow
50.023•Re0.8

•Pr0.4

Nu 5 total averaged Nusselt number,h̄•DH /ka
Pr 5 Prandtl number of air,rCpn/ka

Re 5 Reynolds number,UbDH /n
Ro 5 rotation number,VDH /Ub
Ti 5 initial temperature of wall~K!
Tr 5 bulk mean temperature of main stream~K!
Tw 5 wall temperature5liquid crystal green-point tem-

perature~K!
U 5 streamwise mean velocity~ms21!

Ub 5 duct bulk mean velocity~ms21!
u 5 streamwise velocity fluctuation~ms21!

u8 5 rms value of streamwise velocity fluctuation,Au2

~ms21!
V 5 transverse mean velocity~ms21!
v 5 transverse velocity fluctuation~ms21!

v8 5 rms value of transverse velocity fluctuation,Av2

~ms21!
W1 5 width of first-pass duct~m!
W2 5 width of second-pass duct~m!
Wd 5 divider thickness~m!
Wd* 5 dimensionless divider thickness,Wd /(W11W2)

X 5 streamwise coordinate, Fig. 1
X* 5 normalized streamwise coordinate,X/DH
XR 5 separation bubble length~m!
XR* 5 dimensionless separation bubble length,XR /DH

Y 5 transverse coordinate, Fig. 1
Y* 5 normalized transverse coordinate,Y/B

Z 5 spanwise coordinate, Fig. 1
Z* , Z** 5 normalized spanwise coordinate,

~i! X,0, Z** 5Z/(2A1Wd) ~in the turn!
~ii ! X^0, Z,0, Z* 5(Z1Wd/2)/2A ~in the first
pass!
~iii ! X^0, Z.0, Z* 5(Z2Wd/2)/2A ~in the sec-
ond pass!

Greek Symbols

aw 5 thermal diffusivity of wall ~m2/s!
d99 5 boundary layer thickness~m!

u 5 coolant passage orientation~deg.!
r 5 air density~kg/m3!
s 5 standard deviation
n 5 kinematic viscosity~m2/s!
V 5 rotating speed~rad s21!

Subscripts

b 5 bulk
rg 5 regional averaged
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Comparative Evaluation of Some
Existing Correlations to Predict
Head Degradation of Centrifugal
Slurry Pumps
In order to optimally design a slurry transportation system, it is necessary to know how
the presence of solids will change the performance of the slurry pump to be installed. This
paper makes the comparison of some existing correlations available in the literature to
predict the head reduction factors of such centrifugal pumps handling slurries. For this
purpose, a large number of published data for various centrifugal slurry pump tests in the
literature have been used to develop a new correlation and then this correlation and all
others have been tested against the data. For the proposed correlation, the mean and
average deviations between the calculated and measured head reduction factor is 8.378
and 0.620%, respectively, for all data of mostly handling commercial slurries. It also
produces 12.441% mean deviation in the prediction of efficiency ratio for 216 data points.
Overall, the new correlation that can be applied to both metal and rubber lined pumps
with impeller diameter up to 850 mm, gives remarkably closer fit to the published data of
both head and efficiency ratios than all existing correlations.@DOI: 10.1115/1.1523065#

Introduction
The effect of included solids on a centrifugal pump perfor-

mance is a major consideration in the pump selection and slurry
system design. However, some designs of the slurry handling sys-
tems are based on the pump performance with clear water only,
which may lead to an inefficient use of system and even lead to
the failure of the establishment. For this reason, the accuracy of
predicted head and efficiency reduction factors for a slurry pump
is very important for the design and optimization of a slurry trans-
portation system. To this end, it is necessary to know how the
presence of solids will affect the pump performance. However, the
amount of experimental data available in the literature is fairly
limited and it is still difficult to find any reliable correlation or
procedure for calculating head reduction factor over a wide range
of physical properties of solids and operating conditions.

The effects of suspended solids on the performance of the cen-
trifugal pumps have been a research interest for many years.
Stepanoff@1# reviewed the past studies and proposed a useful
monograph giving the relationship among the bep efficiency re-
duction, particle size, and concentration of solids up to 32%
by volume. This monograph has been known as the first com-
prehensive study of solid-liquid two-phase centrifugal pump
performance.

In order to predict the performance of centrifugal slurry pumps,
several investigators have proposed some theoretical and empiri-
cal correlations. Fairbank@2# studied the effects of various param-
eters of solids~particle size, concentration, and density! on the
performance characteristics of centrifugal pumps, and he devel-
oped the first theoretical model to predict these effects. Vocadlo
et al. @3# presented a theoretical model showing how the indi-
vidual variables contribute to the increase in relative head loss.
They also concluded that the higher the concentration and larger
the particle size the higher is the head reduction. According to
their model, if the head output varies linearly with power con-

sumption at the same flow rate, then the relative reduction
in pump efficiency is simply a linear function of slurry specific
gravity.

Most of the researchers agree that clear water head and effi-
ciency are generally lowered by the presence of solids and they
introduced empirical correlations based on their experimental data
to estimate the effects of the presence of solids in the pumped
liquid, @4–9#. However, these correlations are usually restricted to
a few pumps and solids pumped with a carrier liquid. Therefore,
none of them are wholly successful to predict performance dete-
rioration of any centrifugal slurry pump.

Among others, Walker et al.@10# investigated the change in
performance characteristics of centrifugal pumps when handling
fine homogeneous type non-Newtonian slurries~coal/water and
kaolin/water! using two different slurry pumps. They concluded
that relative reduction in both pump head and efficiency could be
correlated well with the pump Reynolds number. Mez@11# carried
out experiments to investigate the effects of solid properties such
as density, particle size and size distribution, and solid concentra-
tion up to 40% by weight. The maximum particle size was 125
mm. He observed that the effect of solid concentration on head
reduction is linear when pumping coarse grain solids. Roco et al.
@12# applied a loss analysis procedure to estimate the head-
capacity characteristics of centrifugal pumps handling slurries.
They divided the head losses into three major terms, namely local,
secondary flow, and friction. Further, they also developed correla-
tions to predict the various head losses for clear liquid and then
incorporated the additional head losses for solid-liquid mixtures
from the knowledge of the clear liquid losses and nondimensional
parameters characterized by the slurry properties and the pump
specific speed. They made accurate predictions for handling silica
sand up to 35% concentration of solids by volume. Sneth et al.
@13# carried out experiments to study the effect of various param-
eters on slip factor and their role on the performance characteris-
tics of a centrifugal slurry pump. They proposed a slip factor
correlation in terms of two nondimensional parameters. Sellgren
and Vappling@14# conducted set of experiments using two mine
tailings with concentrations up to 60% by weight and showed that
the drop in head was limited to about 15% and reduction in effi-
ciency exceeded the reduction in head for concentrations over
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40% by weight. They also demonstrated that the effects of solids
generally cannot be considered independent of the operating do-
main, i.e., flow rate and pump speed when pumping highly con-
centrated slurries. Wilson@15# presented practical methods for
predicting the performance of centrifugal slurry pumps with ex-
tremely fine and coarse particles in terms of relationship between
particle size, density, and concentration of solids. He concluded
that when pumping slurries, the relative reductions in pump head
and efficiency were independent of flow rate and pump speed.
Walker et al.@16# studied the influence of pump geometry on the
performance characteristics of a centrifugal pump when handling
solids in suspension. The parameters examined were vane number,
inlet/outlet vane angles, outlet vane width, and vane profile. They
concluded that the vane shape has a vital impact on the reductions
in pump head and efficiency. Sellgren and Addie@17# studied the
effects of solids on large slurry pumps with impellers 0.8 and 1.2
m in diameter operating at very high slurry concentrations. They
observed that the effect of solids was smaller in larger sized
pumps compared to small pumps. They also concluded that the
reduction in efficiency was normally less than the head reduction
in large pumps and these two reductions were usually equal for
smaller units. Kazim et al.@18# performed experiments to study
the individual effects of particle size, particle size distribution,
specific gravity, and concentration of solids on the performance
characteristics of the centrifugal pumps. They found that the rela-
tive reductions in pump head and efficiency, for a constant con-
centration of solids, were to be fairly constant over the range of
discharge investigated. They also concluded that the relative re-
duction in efficiency was generally lower than the relative reduc-
tion in head at any given flow rate and concentration of solids. Ni
et al.@19# focused on pumping of highly concentrated slurries and
concluded that the high solid concentration has a strong impact on
the performance characteristics of the pump. For the medium sand
slurry, they observed that there exists a critical volumetric concen-
tration of about 35%, above which both relative reductions in
pump head and efficiency dropped faster. Sellgren et al.@20# stud-
ied the effect of sand-clay slurries on the performance character-
istics of centrifugal slurry pumps. They observed that the addition
of clay to sand led to a reduction in pipeline friction losses, thus
lowering the pumping head and power consumption. Gandhi et al.
@21# developed a methodology based on a loss analysis procedure
to predict the performance of centrifugal pumps handling slurries.
Their methodology accounts for the constructional differences of
the slurry pump when compared with the liquid pump. Although
this methodology gives accurate predictions~within a 612% error
band! it needs accurate and detailed data of pump geometry that
could not be easily obtained. In another study, Gandhi et al.@22#
investigated the performance of two centrifugal slurry pumps for
three different solid materials~fly ash, zinc tailing, and bed ash!
with different size distribution in terms of pump performance pa-
rameters. They showed that the reduction in head was 2–10%
higher than the reduction in efficiency. They also observed that,
for concentrations less than 30% by weight, the increase in the
input power to pump could be treated as proportional to the spe-
cific gravity of slurry. This implies that the relative reductions in
pump head and efficiency can be considered to be the same for the
given range of concentration of solids. Sellgren and Addie@23#
investigated the effect of solids on the large centrifugal pumps
head and efficiency. They used two sands and a gravel material
with average particle sizes of 0.25, 1.5, and 6 mm, and showed
that, for a 70% of bep flow rate, the clear water head was dropped
3.5, 7, and 10%, respectively, when pumped at a solids concen-
tration by weight of 32% in centrifugal slurry pumps having im-
peller diameters of 1.1 and 1.2 m.

In the present paper, an improved correlation to predict head
reduction of centrifugal slurry pumps is presented and compared
to some commonly referred correlations in the literature. The new
correlation takes into account the individual effects of physical
properties~solid’s specific gravity, particle size!, concentration of

solids to be transported, and impeller exit diameter of the pump.
The proposed correlation shows a better consistency with the data
available in the literature over a wide range of physical properties
and concentration of solids and pump sizes.

The Published Data
An attempt has been made to collect data from literature taken

under a broad range of operating conditions. The published data
points consist of the experimentally measured values of slurry
pump head and efficiency ratios as a function of solid concentra-
tion (Cw) and specific gravity~S!, representative particle diameter
(d50 or dW), impeller exit diameter~D!, and pump flow rate rela-
tive to the best efficiency point (Q/Qbep). Thus, the effects of
pump flow rate are included indirectly in our data analysis. How-
ever, as opposite to some exceptions,@14,19#, in the majority of
the studies,@1,3–6,8,9,13,15,18,23#, it has been assumed or con-
cluded that, for a given concentration of solids, the pump head
reduction was independent of pump flow rate and speed.

In Table 1, a complete list of data collected from the literature is
given, including the number of data points and the value of each
of the parameters considered. So far as possible, all the data from
a given source have been used to avoid any subjectivity in choos-
ing just a sample. A possible disadvantage of this procedure is that
the database becomes unduly weighted towards just one or two
sources that happened to report a large number of readings. In the
present case, there are two relatively large sources of data~Bur-
gess and Reizes@5# and Kazim et al.@8,18#!. Since these sources
covered a reasonable range of the parameters, the influence of
them is not excessive.

As can be seen from Table 1, the test data used in this study
include a wide range of physical properties of solids, e.g., specific
gravity (1.48<S<6.24), particle size (30mm<dw or d50
<26700mm), and concentration of solids up to 65.743 by weight,
pump flow rate fromQ/Qbep50.25 to 1.40, impeller exit diameter
from 210 mm to 825 mm, and pump speed from 590 rpm to 1780
rpm. The data set covers totally 870 experimental data points~654
for head reduction, and 216 for efficiency reduction! obtained
using different solid-liquid mixtures under different test condi-
tions. The column N in Table 1 gives the number of data for head
ratios. If the data of efficiency ratios are used for any source, their
number is shown in the same column as a second number. The
notation ‘‘AV’’ indicates the head or efficiency ratios obtained as a
weighted average value over the full range of flow rate for the
corresponding pump.

The weighted drag coefficient (CD) needed for Sellgren’s@6#
correlation~see Table 2! was estimated using the following for-
mula, suggested by Turton and Levenspiel@24#

CD5
24

Rep
~110.173 Rep

0.657!1
0.413

1116300 Rep
21.09 (1)

where particle Reynolds number is defined as follows:

Rep5
rVtsd50

m
. (2)

The terminal settling velocity (Vts) for a falling sphere in still
water is given in the form

Vts5
4

3

gd50AS21

CD
. (3)

Equation~1! is valid for Rep,33105, which amply covers the
range encountered in most slurries,@25#. The estimated weighted
drag coefficients and corresponding particle Reynolds numbers
are shown in Table 1.

Construction of the Correlation
It is now well established that the performance of centrifugal

pumps with slurries is different from that with clear water and
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Table 1 Experimental data collected from various sources in literature
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lowered by the presence of solids in the carrier liquid. The general
conclusions drawn by most previously researchers are that the
head developed and efficiency of the pump decreases whereas the
input power to the pump increases when any heterogeneous slurry
is being pumped. In such cases, the magnitude of the reduction in
the pump performance is mainly a function of weighted or volu-
metric concentration of solids in the mixture, physical properties
of solids like their specific gravity, shape, size and size distribu-
tion of particles, and pump size. It is, however, quite difficult to
consider the shape of particles, which may vary randomly. Fur-
ther, pump size may reflect its effects in different ways when
pumping slurries. Sellgren and Addie@17# reported that the effect
of solids was smaller in larger sized slurry pumps than that in
smaller units. They also reported in another study,@23#, that the
reduction in head decreased exponentially withD with an expo-
nent of 0.9. In the present study, an attempt has been made to
include the impeller exit diameter~D! in the developed correla-
tion. To do this, the weighted mean particle diameter (dw) was
normalized using the impeller exit diameter~D!. It was observed
that the head performance of a slurry pump could be better corre-
lated with the relative mean particle diameter (dw /D) rather than
the representative particle size (dw or d50). Therefore, when
pumping slurries, the performance reduction factors of a slurry
pump for a constant flow rate~e.g., bep flow rate! and rotary
speed can be defined by the following expressions:

KH512Hr512
Hs

Hw
5 f ~Cw or CV ,S,dw /D ! (4)

Kh512h r512
hs

hw
5 f ~CW or CV ,S,dw /D ! (5)

where subscriptss andw represents slurry and water, respectively.
The efficiency ratio (h r) of a slurry pump has been reported by

some earlier investigators,@1,3,4,15#, to be nearly equal to the
corresponding head ratio (Hr), which implies that the input power
to the pump, for a fixed flow rate at a given pump speed, is
proportional to the slurry specific gravity (Ps /Pw5Ss). For this
reason, the correlations given in the literature only predictHr or
KH to obtain pump performance characteristics in slurry services.

In order to determine the functional relationship given on the
right-hand side of Eq.~4!, the same procedure given in our recent
paper,@9#, will be applied, which demonstrates thatKH can be
assumed to have the following form

KH5CW~S21!kf~dw /D !. (6)

As can be seen from Table 1, the average particle size of the
two materials used by Burgess and Reizes@5#, namely beach sand
(d505295mm) and heavy mineral (d505290mm) are almost the
same, but they have different specific gravities. Hence, the pump
head reduction factors can be compared when pumping these two
materials in order to determine the effect of specific gravity on
KH . This comparison is shown in Fig. 1 for the flow rate range of
Q/Qbep50.40– 1.00 for each solid materials. IfKa is the head
reduction factor at any givenCW ~e.g., 40%!, then the ratio ofKa

for these two materials of different specific gravities can be writ-
ten as

Kbeach sand
a

Kheavy min
a 5

0.16

0.25U
CW540%

5
~2.6721!k

~4.3521!k . (7)

Solving Eq.~7! for k, gives a value of 0.64 which confirms that
KH varies with (S21)0.64 for another couple of materials reported
by Engin and Gur@9#.

To identify the functional relationshipf(dw /D) in Eq. ~6!,
which represents the effect of mean particle size, the variation of
f(dw /D) against the relative particle diameter (dw /D) for all

Table 2 Existing correlations in the literature

152 Õ Vol. 125, JANUARY 2003 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.152. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



head ratio data is plotted. The best fit equation is in the power
form with a coefficient of determinationR250.90 as follows:

f~d/D !5
KH

CW~S21!0.6452.705~dw /D !0.313. (8)

If the weighted mean particle diameter (dw) is not known, the
mass median particle diameter (d50) may be used in place of it.
Consequently, the final form of the proposed correlation is given
by

KH52.705CW~S21!0.64~dw /D !0.313 (9)

Since this correlation is based on a relatively large number of data
points, and involves the impeller exit diameter~D!, which is an
important pump parameter, one may expect it to give more accu-
rate predictions than the previous ones.

Test of Existing Correlations Against the Experimental
Data

In addition to the equation developed as part of this study@Eq.
~9!#, some of the correlations available in the literature were tested
against the experimental data given in Table 1. These correlations,
which have been widely used for prediction of head reduction of
centrifugal slurry pumps, are summarized in Table 2. The corre-
lation proposed by Frazier~from Ref.@4#! is probably the simplest
equation. However, the particle diameter, which is one of the most
important factors in slurry pumping performance, was not in-
cluded in this equation. When this correlation was tested against
the data, it was observed that it gave much higher predictions of
head reductions than corresponding experimental data. Hence, this
correlation is inadequate and it is not consequently included in the
following comparisons.

The comparisons of the remaining seven correlations, together
with the developed one~Eq. ~9!!, are shown in Table 3. In addi-
tion, Fig. 2 shows a comparison of the data with the equation
recommended in this paper. As seen in Fig. 2, the deviation range
lies within 215% to115%. However, the mean and average de-
viations are 8.378 and 0.620% respectively. This spread appears to
be acceptable when considering the wide range of parameters and
also the large number of data points. On the other hand, no other

correlation has been tested against such a large number of data
and they generally show a reasonable agreement with their own
data.

Table 3 provides a complete comparative evaluation of the ex-
isting correlations studied in this paper. Since only the value of
mass median particle diameter (d50) is available for some solid
materials, it has been used as the representative particle diameter
in the last three equations.

It is clear from Table 3 that, the present correlation gives rea-
sonable results for most of solid materials. The proposed correla-
tion gives better predictions for all kinds of sand, except for beach
sand slurry. Burgess’s@5# correlation produces a slightly smaller
deviation~7.787%! than the Eq.~9! for that solid material. How-
ever, the difference between two predictions is less than 0.14%.
On the other hand, for all sands~344 data points for sand A-V,
beach sand, and river sand!, the proposed correlation gives about
7.4% mean deviation. Engin and Gur’s@9# correlation produces
13.50% mean deviation while all other equations produce substan-
tially larger deviations than 13.50% for the same data group.

For ilmenite, except for Vocadlo’s@3# and Sellgren’s@6# corre-
lations, all other equations give reasonable predictions, while the
proposed one~Eq. ~9!! produces lowest deviation from the test
data. As appeared in Table 3, these two correlations,@3,6#, showed
rather poor agreement with the data. The large deviations of the
Sellgren@6# correlation could be attributed, to some extent to the
assumptions in the determination of the weighted drag coefficients
(CD), which requires an iterative solution procedure. To over-
come this difficulty, Wilson@15# presented a plot in log-scale to
estimateC1 and C2 constants~see Table 2!. However, it is still
difficult to determine precisely the weighted drag coefficients in
the Sellgren’s@6# correlation and minor differences in reading can
cause larger errors in the predictions.

The correlation proposed in the previous work by the present
authors,@9#, is marginally better~both mean and average deviation
have the same value of 17.418%! than the Vocadlo’s@3#, Cave’s
@4#, Burgess’@5#, and Sellgren’s@6# correlations. However, when
the entire data are considered, it gives poorer predictions than the
Kazim’s @8# correlations. On the other hand, it produces almost
the same deviation as the Gahlot’s@7# correlation. It should be
noted that the recent correlation recommended by Kazim et al.@8#
provides more accurate predictions among all others, with the
exception the correlation~Eq. ~9!! proposed in this paper. Kazim’s
@8# correlation gives generally the best predictions for Coal A and
B slurries as it can be seen in Table 3 showing, respectively, mean
deviations 4.375%, and 4.626%. On the other hand, for another
coal group~Coal C1 to E3!, the proposed correlation is more
accurate than all others, and causes a mean deviation of 5.332%
for the 35 data points. However, it exhibits poorer predictions for
Perlite C, while others show generally better agreement with the
data, with the exception of Vocadlo’s@3# and Gahlot’s@7# corre-
lations. The correlation proposed by Cave@4# gives the most ac-
curate predictions~a mean deviation of 5.558%! for Bed ash
slurry ~Pump B! of Gandhi et al.@22#, while the proposed corre-
lation ~Eq. ~9!! indicates a mean deviation of 11.368% for the
same slurry. However, the correlation proposed in this paper pro-
vides the closest predictions among all others and can be used
over a wide range of physical properties of solids and pump sizes,
depicted earlier in Table 1.

The larger deviations in the predicted values by other correla-
tions may arise from the following reasons:

a. The correlations are generally based on a small number
of test data, and the range of variables considered is relatively
narrow.

b. Improper accounting for the specific gravity of solids. The
exponent of ‘‘(S21)’’ factor varies over a relatively wide range
~0.5–1.0! according to various researchers.

c. The impeller exit diameter~D!, which reflects the effect
pump size, was generally not included in the correlations. It was

Fig. 1 Effect of particle specific gravity on head reduction
factor
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observed in this study that the head reduction factor could be
better correlated to the (dw /D) than thedw alone, for the range of
impeller diameters depicted in Table 1.

d. Particle size distribution is a major consideration and gener-
ally represented by either weighted mean particle diameter (dw)
or mass median particle diameter (d50). The weighted mean par-
ticle diameter is defined as follows:

dw5(
i51

n

xidi (10)

wheren is the number of sieve groups in which the total sample
was divided,xi is the weight fraction of solids retained on thei th
size group, anddi is the arithmetic mean of two successive sieve
openings.

The mass median diameter (d50) is the sieve size through which
the solid sample of 50% by weight passed. When the particle size
is represented byd50, as an example for a sample having a broad
size distribution, particles are simply divided into two-size groups,
the first group having a maximum particle size just belowd50,
and the second group having a minimum particle size just above
d50. In this way, the particle size distribution in each group is not
separately considered. On the other hand, when the particle size is
represented by the weighted mean particle diameter (dw), more
than two particle size groups are considered and weight is given to
each group. Since the individual contribution of each size group is
reflected better usingdw rather thand50, this method provides a
more accurate determination of the representative particle size.
Kazim et al.@8# showed that an identical variation ofHr ~or KH)
could only be obtained if the weighted mean particle diameters of
two solids are the same, regardless of equality of thed50 values.
Sellgren and Addie@23# demonstrated that it is questionable ifd50
is used as the representative particle size of slurries containing a
considerable range of particle sizes. However, most of the corre-
lations are based on the mass median particle diameter. This will

not probably give rise to any serious errors in the predictions if the
particle size distribution is narrow. Otherwise, for broad size dis-
tributions, use ofd50 may cause larger deviations from real values.
In Table 1, bothd50 anddw values are given for sand E, sand F,
bed ash, and fly ash. When the representative particle diameter is
chosen asdw , the proposed correlation~Eq. ~9!! produces mean
deviations such as 4.332, 9.181, 18.412, and 11.542%, respec-
tively, for these four solid materials. However, if the mass median
diameter is used for each solid, the deviations are found to be
8.953, 15.745, 23.898, and 16.236%, respectively. It is obvious
that the use of mass median diameter increased remarkably the
deviations for all solids. The larger deviations in these compari-
sons may be attributed to some extent to the fact that we have
developed the Eq.~9! based ondw rather thand50. However, it
has been observed that, use ofdw in other correlations,@3–6#,
provide much better predictions compared to use ofd50.

Comparison Between Head and Efficiency Ratios
For homogeneous mixtures at a fixed flow rate~bep!, Stepanoff

@1# and Vocadlo et al.@3# have concluded that the power ratio
(Pr5Ps /Pw) is approximately equal to the specific gravity of the
slurry pumped, which means that the head ratio equals to the
corresponding efficiency ratio. Wilson’s@15# observations sup-
ported this conclusion while he underlined that the efficiency
drops at a greater rate than the head when the volumetric concen-
tration of solids is very large. Similarly, Cave’s@4# results indi-
cated that the efficiency ratio might be slightly less than head
ratio, for a particular operating condition. However, he suggested
that for practical purposes efficiency ratio could be taken to be
equal to the head ratio.

Sellgren@6# showed that the head and efficiency ratios could be
treated equal to each other up to 20–25% concentration of solids
by volume. After that, the efficiency ratio drops more sharply than
the corresponding head ratio. In a later study, Sellgren and Addie

Fig. 2 Accuracy of proposed correlation for various solid materials
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@17# noted that the reduction in efficiency was normally less than
the head reduction in large pumps, while for small pumps these
reductions were usually equal. However, Gahlot et al.@7# reported
that efficiency ratio is higher than the corresponding head ratio in
order of 2–9%, for the metal lined pump they tested. Kazim et al.
@18# observed that the efficiency ratio is generally lower than the
head ratio for a fixed flow rate and concentration of solids. They
found the efficiency ratios to be 5% lower than the corresponding
head ratios, for all materials tested. Walker et al.@16# showed that
the head ratio is significantly greater than efficiency ratio for high
concentrations of solids. At low concentrations, they noted that
the situation is reversed with the efficiency ratio being slightly
higher than head ratio. Ni et al.@19# showed that the pump effi-
ciency for medium sand (d505372mm) drops faster than the
head ratio when the volumetric concentration of solids exceeds
35%. In contrast to observations by Sellgren and Vappling@14#, he
concluded that for the fine sand (d505123mm) Hr5h r up to
35% concentration of solids by volume. On the other hand, within
their experimentation limits, they found the efficiency ratio to be
lower than the head ratio for coarse sand (d5051840mm). In a
different manner, for non-Newtonian homogeneous slurries,
Walker and Goulas@10# observed a dependency of both the head
ratio and also the efficiency ratio with the pump Reynolds number
at bep flow rate. They concluded that as the Reynolds number
decreased below a critical value, both ratios dropped, the effi-
ciency ratio being always less than the head ratio. For Reynolds
numbers larger than this critical limit, they indicated that both
efficiency and head ratio are independent of the pump Reynolds
number. Recently, in parallel to findings by Gahlot et al.@7#, Gan-
dhi et al.@22# reported that the efficiency ratio is higher than the
corresponding head ratio in order of 2–10%.

Based on the above discussion, it is clear that there is no gen-
eral agreement on the relation between the efficiency ratio and
head ratio for a given pump flow rate at a constant pump speed.
Relatively, little experimental data for efficiency ratio is available
in the literature. However, in order to reveal the relationship be-
tween these two ratios, a typical comparison could be made using
data for efficiency ratios given in Table 1. This comparison is
illustrated in Fig. 3. As it can be seen from this figure, the maxi-
mum deviation between the two ratios lies generally within65%.
The efficiency ratios for Tailing@14# appear to be considerably
lower than the corresponding head ratios. This highly concen-
trated slurry containing average particle size 30mm may behave
in a different manner. Walker and Goulas@10# reported that if the

particle sizes are smaller than 35mm for fine sands, slit and most
clay, or the solid concentration is high, the mixture was character-
ized as non or slow-settling. The specific gravity of the given very
fine tailing is 2.75, which reasonably corresponds to non-settling
slurry. The larger differences between efficiency and head ratios
for that slurry may be attributed to this reason. It should be noted
that this comparison is based on experimental data considered.

In practice, the correlations for prediction of the head ratio are
also used for prediction of the efficiency ratios. In other words, it
is usually assumed thatHr5h r for a constant concentration of
solids at a given flow rate. It may therefore be useful to examine
the correlations available for prediction of head ratios against the
data of efficiency ratios given in Table 1. For this purpose, all
correlations showed in Table 2 have been tested using 216 experi-
mental data of 11 different slurries, and both mean and average
deviations were calculated from the data for each correlation. The
proposed correlation~Eq. ~9!! gave the lowest deviations~mean
deviation512.441%, and average deviation56.84%) among oth-
ers. Kazim’s@8# correlation is the second accurate correlation that
gives 16.590% mean deviation for the same data group. The maxi-
mum deviation in the prediction of the efficiency ratio using the
proposed correlation lies within the620% band, as illustrated in
Fig. 4. A clear distinction is seen in this figure too for the tailing
sand slurry. Therefore, it may be concluded that the proposed
correlation can be used for prediction of the efficiency ratio of a
centrifugal slurry pump handling slurries within the range of pa-
rameters considered.

Conclusions
A new correlation has been developed in order to predict head

reductions of centrifugal pumps when handling slurries. The pro-
posed correlation takes into account the individual effects of par-
ticle size, particle size distribution, specific gravity and concentra-
tion of solids, and impeller exit diameter on the pump
performance. In addition to the developed correlation, eight other
correlations available in the literature have been tested using a
large number of data covering a wide range of specific gravity
~1.48–6.24!, representative particle diameter~30–26,700mm!,
concentration by weight up to 65.743% and impeller exit diameter
from 210 mm to 825 mm, and flow rate range relative to the bep
from 0.25 to 1.40. The particle Reynolds number is also ranging

Fig. 3 Comparison between head ratio and efficiency ratio
based on experimental data

Fig. 4 Accuracy of proposed correlation for prediction of effi-
ciency ratio
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from 0.0204 to 26318.57 for the slurries included in Table 1.
Furthermore, the data involves the experimental results for pumps
with both metal and rubber lined impellers.

The correlation developed in this paper provides remarkably
closer approximation with the experimental data compared to all
others for most of experimental data used. Overall, it produces
only a mean deviation of 8.378% and an average deviation of
0.620%. Furthermore, the error band in the predictions of head
reduction factor, for flow rates given in Table 1 for each solid
material, lies within the range of615%. This spread is not sur-
prising when considering the range of variations of parameters
considered. None of other published correlations are in better
agreement with all data. Thus, the present correlation is expected
to predict the head reductions of centrifugal pumps, within the
range of parameters considered in Table 1, with higher accuracy
than all other correlations available in the literature. It can also be
used for prediction of efficiency ratios within the620% error
band. However, It gives generally overpredictions for both ratios
for the impeller exit diameter exceeding 900 mm, which may be
treated as ‘‘large slurry pump.’’ The proposed correlation is there-
fore recommended for the prediction of performance factors of
‘‘small-sized’’ slurry pumps having impeller diameters lower than
850 mm. It may be necessary to modify the exponent of (dw /D)
in the Eq. ~9!, for the large slurry pumps, which is beyond the
scope of this study. It also should be noted that the proposed
correlation and others are exclusively for settling slurries. They
may cause extremely large errors when predicting the head ratios
for slow or non-settling slurries.

Nomenclature

CV 5 concentration by volume
CW 5 concentration by weight
CD 5 weighted drag coefficient
Rep 5 particle Reynolds number5rVtsd/m

D 5 impeller exit diameter
di 5 arithmetic mean of two successive sieve size

d50 5 mass median particle diameter
dW 5 weighted mean particle diameter
Hs 5 pump total head with slurry
Hw 5 pump total head with clear water
Hr 5 head ratio5Hs /Hw
Kh 5 efficiency reduction factor512h r
KH 5 head reduction factor512Hr

n 5 a constant, pump speed, number of sieve
N 5 number of data points
S 5 specific gravity of solids

Ss 5 specific gravity of slurry
F 5 a constant

Vts 5 terminal settling velocity
k 5 an exponent
r 5 density of water

hs 5 pump overall efficiency with slurry
hw 5 pump overall efficiency with clear water
h r 5 efficiency ratio5hs /hw
f 5 a functional relationship
xi 5 weight fraction of solids retained on thei th size

group
m 5 dynamic viscosity of water
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Direct Design of Ducts
This paper describes a method for calculating the shape of duct that leads to a prescribed
pressure distribution on the duct walls. The proposed design method is computationally
inexpensive, robust, and a simple extension of existing computational fluid dynamics
methods; it permits the duct shape to be directly calculated by including the coordinates
that define the shape of the duct wall as dependent variables in the formulation. This
‘‘direct design method’’ is presented by application to two-dimensional ideal flow in ducts.
The same method applies to many problems in thermofluids, including the design of
boundary shapes for three-dimensional internal and external viscous flows.
@DOI: 10.1115/1.1514201#

Introduction
The present paper focuses on the flow through nozzles, diffus-

ers, elbows, and S-bends, such as shown in Fig. 1. Elbows that
also reduce the flow area are referred to as curved nozzles, and
curved diffusers are elbows that increase the flow area. The fol-
lowing references provide excellent overviews of the large body
of literature relating to the design of such components: Gibbings
@1# and Johnston@2# provide reviews of the design of nozzles and
diffusers respectively, Rehman and Bowyer@3# consider S-shaped
diffusers used for engine intakes in the aviation industry,
and curved nozzles and diffusers, frequently encountered in ro-
tating machines, are discussed by Stanitz@4# and Parsons@5#,
respectively.

If a geometry is specified and the objective is to compute the
flow through this geometry, the problem is referred to here as an
analysis problem. If the objective is to compute both the flow and
the surface shape that satisfies some suitable criteria~such as pre-
scribed pressure distributions on the walls!, the problem is re-
ferred to as a surface shape design~SSD! problem, or simply as a
design problem. The focus of this paper is the solution of SSD
problems involving the class of shapes shown in Fig. 1.

Several methods exist to solve SSD problems. Designers, who
use analysis tools, often solve SSD problems by a cut-and-try
method. This involves guessing a geometry, solving the analysis
problem for the flow, correcting the geometry based on the results
obtained, and repeating the process until a geometry is found that
meets performance specifications. Intuition or simplified analysis
~e.g., @6#! often guide the geometry update. Genetic algorithms,
@7#, provide a more systematic and reliable method of updating
surface shape.

Optimization methods are also available to solve SSD prob-
lems. In this case, a cost functional~for example the difference
between the calculated and target surface pressure! is defined and
a minimum of this functional is sought subject to the constraint
that the flow governing equations be satisfied. The search for the
minimum can be based on sensitivities,@8#, or on the solution to
the adjoint equations,@9#. Optimization methods are complex to
formulate, expensive to apply, and may zero in on a relative mini-
mum in the cost functional.

The above methods usually require that many analysis prob-
lems be solved to obtain the solution of one SSD problem.

An SSD method was developed by Stanitz@4# for solving two-
dimensional problems that requires about the same computational
effort as the solution of one analysis problem. This was later ex-
tended to apply to three-dimensional flows,@4#. Chaviaropoulos
et al. @10# provided another method for designing three-

dimensional ducts. Both these methods are inherently limited to
irrotational flows, and in three-dimensions they require additional
constraints to ensure uniqueness of the solution.

The SSD method described in this paper is apparently new. This
method provides a set of equations that, when solved, provides the
fluid flow solution as well as the coordinates of nodes that define
the body shape. The namedirect design method is used because
the coordinates of the body appear as dependent variables in the
formulation. The method applies to one-dimensional, two-
dimensional, and three-dimensional problems and is applied in
physical space~most available methods work in a transformed
space!. It can also be used with any desired level of complexity of
governing equations, from ideal to Navier-Stokes~NS!, and it is a
simple extension of existing CFD methods.

The present direct design method is an extension of the method
used by the authors’ group to compute free surface,@11#, and
compliant surface,@12#, flows, and has been briefly described pre-
viously in the context of short duct design,@13#, and heat conduc-
tion problems,@14#.

The next section of the paper provides background related to
design problems, and the method is then presented in the context
of two-dimensional ideal~incompressible and irrotational! flow in
ducts. Solutions to SSD problems, of the types shown in Fig. 1,
are then presented.

Problem Overview
Consider the design of a two-dimensional curved nozzle, shown

in Fig. 2, that is required to turn an incompressible flow 90 deg,
and accelerate it from uniform inlet velocityV1 to uniform outlet
velocity V252V1 . The locations of the inlet and outlet bound-
aries,G1 and G2 , are specified, but the locations of the inside
surfaceG I and outside surfaceGO are unknown. The ‘‘design’’ in
Fig. 2~a! has simply specified smooth curves forG I and GO . Is
this design acceptable?

A simple way to do a preliminary assessment of the design is to
compute the ideal flow through the nozzle. The velocities along

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
Sept. 5, 2001; revision manuscript received June 4, 2002. Associate Editor: I. Celik. Fig. 1 Categorization of ducts
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the inner and outer walls from an ideal flow solution are plotted as
solid lines in Fig. 2~b! for the geometry in Fig. 2~a!. The coordi-
nates* in this plot is the fraction of total distance along the inner
and outer walls. The wall pressures are related to the wall veloci-
ties through Bernoulli’s equation, so that in regions of flow decel-
eration the pressure gradient is adverse. The adverse pressure gra-
dients upstream of point A on the outer wall and downstream of
point B on the inner wall create conditions for possible separation
in viscous flow. On seeing such predictions, a designer might wish
to specify the wall velocities given by the dashed curves in Fig.
2~b!, for which no adverse pressure gradients exist, and to calcu-
late the duct shape that would result in these velocities. This is a
surface shape design~SSD! problem.

The overall flow acceleration in the curved nozzle, just de-
scribed, does allow a design to be found that avoids regions of
local adverse pressure gradients. For the diverging flow in Fig. 3,
there is an overall flow deceleration (V2,V1) and hence an over-
all adverse pressure gradient. If one proposes the curved diffuser
shape in Fig. 3~a!, an ideal flow solution gives the wall velocities
indicated by the solid curves in Fig. 3~b!. A designer would prefer
the wall velocities given by the dashed curves, which eliminate
the velocity extrema and which provide the maximum flow decel-
eration early on when boundary layers are thinner and more able
to overcome adverse pressure gradients. A SSD method would
predict the duct shape that yields this wall velocity distribution.

Direct Design Method

Computational Grid. The computational grid used in this
study consists of quadrilateral elements, as shown in Fig. 4. A
vertex-centered finite volume method,@15,16#, is used wherein a
discrete volume is associated with each node. The interior volume
surrounding node P in Fig. 4 is comprised of four sectors, one in

each of the four elements that share node P. A typical boundary
volume for node B, and a corner volume for node E, are also
shown in Fig. 4.

The surface of each control volume is comprised of a number
of planar panels~eight for an interior volume, six for a surface
volume, and four for a corner volume!. An integration point is
located at the middle of each panel. These are denoted by3 in
Fig. 4.

Mesh Movement. Figure 5~a! shows a coarse grid for an ini-
tial guessed shape of curved nozzle. The solution of the ideal flow
equations predicts the tangential wall velocities~e.g., the solid
lines in Fig. 2~b!!, and the objective is to adjust this geometry to
give the designer-specified wall velocities~e.g., the dashed lines
in Fig. 2~b!!. This requires displacement of the boundary nodes.
For example, boundary nodes C and F move from their initial
locations in Fig. 5~a! to their final positions in Fig. 5~b!. The
interior nodes, such as D and E, must also adjust with the bound-
ary nodes to maintain a good quality computational grid during
the shape evolution.

Equations of Motion. For two-dimensional ideal flow with
the stream functionc as the dependent variable, and using the
notation in Fig. 2~a!, the governing equations are

¹2c50 in V (1a)

c5specified on all boundaries (1b)

“c•n̂5Vt5specified tangential velocity onG I and GO
(1c)

Fig. 2 A 90 deg curved nozzle. Calculated „solid curves … and
target „dashed curves … wall velocities are shown in „b….

Fig. 3 A 90 deg curved diffuser. Calculated „solid curves … and
target „dashed curves … wall velocities are shown in „b….

Fig. 4 The computational grid

Fig. 5 Coarse mesh showing initial and final node locations
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specified locations ofG1 and G2 boundaries. (1d)

In analysis problems, Eqs.~1a! and~1b! plus the specified geom-
etry would define the problem to be solved. In a surface shape
design~SSD! problem, the locations of the boundariesG I andGO
are unknown, and Eq.~1c! is the constraint used to compute the
shapes of these boundaries.Vt in Eq. ~1c! is referred to as the
target velocity distribution, or TVD.

Finite Volume Approximation. Integrating Eq. ~1a! over
volumeV with surface areaA and applying the Divergence Theo-
rem, results in:

(2)

The surface areaA is the sum of the areas of the surface panels of
the control volume associated with a node:A5( ipAip . Equation
~2! is approximated as

t
A
“c•dA5(

ip
E E

Aip

“c•dA

'(
ip

@“c# ip•Āip[(
ip

Fip50 (3)

whereFip[@“c# ip•Aip is the ‘‘flow’’ of the quantity associated
with c across theip panel and Eq.~3! is the control volume
balance equation for this quantity. Each flow term must be ap-
proximated in terms of the nodal dependent variables, which are
c, x, andy in the present formulation. The Appendix shows that
the linearized equation forFip at interior integration points has the
following form:

Fip'(
j

@B1 j
c# ipc j1@B1 j

x# ipxj1@B1 j
y# ipyj1@C1# ip (4)

where j includes all nodes of the element which contains the
integration pointip.

On the inside and outside boundaries,G I andGO , Fip is found
from

Fip5@“c# ip•A ip5@“c•n̂# ipAip5@Vt# ipAip'@Vt
old# ipAip

(5)

whereVt is the specified TVD on the surface. After substitution of
a linearized expression forAip , and substituting the value ofVt

old

at the integration point from the TVD, the algebraic equation can
be written in the form of Eq.~4!. It is necessary to evaluateVt at
the old level in Eq.~5!, becauseVt is specified in terms of the
dimensionless coordinates* [s/S, where neithers at the integra-
tion points, nor the total wall lengthS are known at the new level.

Assembled Conservation Equation. Each Fip in Eq. ~3!,
whetherip lies in the interior or on the unknown boundaries, is
therefore given by an equation of the form of Eq.~4!. Substituting
these equations into Eq.~3! for node i with neighborsj ( j now
includes all nodes of all elements that share nodei , including i
itself!, the algebraic equation for the balance becomes

(
j

Bj
cc j1Bj

xxj1Bj
yyj1Ci50. (6)

This is one constraint equation for the three unknowns at nodei :
c i , xi , andyi .

Closure Relations. Because there are three unknowns per
node, two additional relations are required for each node to close
the system of equations. At interior nodes both these relations
come from the strategy used to locate each node relative to its
neighbors~i.e., the grid generation scheme!. Many alternatives
exist for generating the grid. In the present paper the grid was

algebraically generated. The method starts by defining a reference
line. For the geometry shown in Fig. 6, AB is the reference line
from which spines are erected that cross both boundaries of the
duct. For example, spinek in Fig. 6 has origin (x

*
k ,y

*
k ) on this

line, and lies at specified angleuk to thex-axis. This spine inter-
sects the duct inner and outer boundaries atRI

k andRO
k . Nodei on

this spine is defined to lie at a constant fractionr i
k , of the distance

betweenRI
k andRO

k . The distance from the origin of the spinek to
nodei (Ri

k) is

Ri
k5~12r i

k!RI
k1r i

kRO
k , (7)

so the equations for the Cartesian coordinates of nodei on spinek
(xi andyi) are

xi5x
*
k 1Ri

k cosuk and yi5y
*
k 1Ri

k sinuk. (8)

Specification ofr i
k and uk in Eqs. ~7! and ~8! provide the two

additional constraints required to close the system of equations for
interior nodei on spinek. Substituting these equations into Eq.
~6! to eliminatexi andyi results in

(
j

Bj
cc j1(

m
Bm

RIRI
m1Bm

RORO
m1Ĉi50. (9)

For interior nodei , this algebraic equation involves nine valuesc j

and the values ofRI
m andRO

m for the three spines containing these
nine nodes. Equation~9! still contains the unknownsRI

m andRO
m ,

to be determined from the control volume equations for the
boundary nodes.

For nodei on spinek on the inner boundary, the control volume
equation has the form of Eq.~9! but the number of nodes is
reduced to six. But by Eq.~1b!, all nodal values ofc on this
boundary are known. Specifying the value ofc i permits this equa-
tion to become the constraint equation forRI

k . Similarly Eq. ~9!
becomes the equation forRO

k when applied at the node on the
outer boundary. This is the key to the present method.

On the inlet and outlet boundaries, the nodal locations are given
by Eqs.~7! and~8!, but the locations of the inlet and outlet planes
are user-specified, so the values ofRI

k and RO
k are known. The

values ofc are also specified at the nodes on these boundaries.
The system of equations is now closed, and the linear set can be

solved.
The formation of the equations for direct design of a duct has

just been described. The formation of the analysis equations, Eqs.
~1a! and~1b! with specified boundary location, is very similar. In
fact, the same computer code is used to form and solve both sets

Fig. 6 Definition sketch showing spines used for grid
generation
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of equations. It is used inanalysis modeto solve analysis prob-
lems, or indesign modeto solve design problems.

Solution Algorithm. In the finite volume equations, Eq.~9! at
each node, coefficients depend on the dependent variables. Solu-
tion is achieved by computing the coefficients based on the best
available dependent variables, solving the linear set by application
of a direct solver, and repeating the process until convergence is
achieved.

The convergence is measured by the normalized residual,
RESi* , defined as the residual of Eq.~9! at nodei normalized by
the product of the diagonal coefficient and the range ofc in the
problem. The error due to lagging the specified TVD at boundary
nodei is

Ei5u~Vt! i2~Vt
old! i u/~Vt

old! i . (10)

To start the solution, a shape is guessed, and the ideal flow for this
shape is calculated to obtain the initial boundary velocity distri-
bution Vt

0 . Let the designer specified TVD beVt
N . If the initial

shape is far from the shape that corresponds toVt
N , then under-

relaxation may be desirable. This is achieved by usingintermedi-
ate TVDs defined by

Vt
n5Vt

01
n

N
@Vt

N2Vt
0# (11)

wheren51,2, . . . ,N21. The iteration algorithm is the following:

1 Guess an initial shape and solve the analysis problem forVt
0 .

Initialize n50.
2 Incrementn(n←n11). SpecifyVt

n using Eq.~11!.
3 SetVt

old5Vt
n .

4 Update the coefficients of the linear equations.
5 Calculate residualsRESi* for every nodei .
6 Check the maximum value ofRESi* . For n,N the conver-

gence criterion is usually 1023 while for n5N a criterion of about
1025 is used. Also check the maximum value ofEi : The conver-
gence criterion used for both intermediate and final TVDs is 1024.
If both convergence criteria are satisfied, go to Step 11; else con-
tinue.

7 Solve the linear equations forc i , RI
k andRO

k .
8 Update the nodal point locations (xi ,yi), and update thes*

locations of nodes on the boundaries.
9 Find Vt

n at the new positions of boundary nodal points and
calculateEi .

10 Go to Step 3.
11 If n,N go to Step 2; else stop.

The intermediate convergence criteria used in this study have
been selected for illustrative purposes only and have not been
optimized for best convergence.

Solved Problems

Validation, Accuracy, and Order of the Method. Stanitz@4#
specified TVDs for a contracting 90-deg elbow with an area ratio
of W1 /W252. These target velocities are plotted in Fig. 7~d! as a
function of the dimensionless wall coordinates* . The dashed
lines in Fig. 7~c! show the corresponding elbow profile reported
by Stanitz for a 65315 grid, with 15 nodes across the duct.

The initial guessed shape for the present method is shown in
Fig. 7~a!. For this geometry the code, run in analysis mode, yields
the wall velocities in Fig. 7~b!. These provide theVt

0 wall veloci-
ties in Eq.~11!. Stanitz’ specified TVDs~Fig. 7~d!! provide the
target velocityVt

N . Using a 65315 grid, the present method pre-
dicts the duct profile shown with solid lines in Fig. 7~c!. These are
in good agreement with Stanitz’ predictions. To obtain this solu-

tion, no intermediate TVD was used (N51 in Eq. ~11!!, and a
total of 15 iterations were required to meet the convergence
criteria.

Accurate profile predictions were obtained using the present
method with much coarser grids. Results for a 1036 mesh were
not much different, and even a 1033 mesh gave quite good
agreement with Stanitz’ 90-deg elbow.

The discretization errors for the method, as implemented,
should reduce at second order. Note that there are no first-order
derivatives in the governing equations so that false diffusion is not
an issue. To verify second order accuracy, this problem was run
using M3M meshes withM519, 37, and 73, and values ofRI
and RO were examined for the spines that were common to all
three grids. These values were fit with an equation of the form
R5a1b(1/M )c. The values ofc in this fit were found to be very
close to 2, verifying second-order reduction of the discretization
error with mesh refinement.

Straight Nozzles. The present method is now applied to de-
sign a nozzle with area ratioW1 /W2510. The initial guessed
shape is shown in Fig. 8~a!. Application of the code in analysis
mode predicts the wall velocities in Fig. 8~b!, which have velocity
extrema at A and B. The corresponding locations on the nozzle are
marked in Fig. 8~a!. Despite the smooth contraction of the flow, it

Fig. 7 Validation using the Stanitz’ elbow problem. Initial
guessed shape „a…, initial wall velocity „b…, and designed shape
„c… for TVD in „d…. Dashed line in „c… is Stanitz’ solution, †4‡.

Fig. 8 Design of a straight nozzle. Initial guessed shape „a…
and initial wall velocity „b…. „c… and „e… are designed shapes for
the TVDs in „d… and „f…, respectively.
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is quite likely that the adverse pressure gradients would, in a
viscous flow, cause flow separation upstream of A and down-
stream of B.

It is much more desirable to have a TVD that increases mono-
tonically, as shown in Fig. 8~d!. The steeper the TVD profile, the
shorter will be the nozzle. For the TVD in Fig. 8~d!, the predicted
nozzle shape is shown in Fig. 8~c!. This problem was solved on a
65315 grid, no intermediate TVD was used, and convergence
was obtained in 40 iterations. Nearly half of the iterations were
required to satisfy the convergence criterion onEi in Eq. ~10!.

The wall of the designed nozzle in Fig. 8~c! has nonzero slope
at the inlet. Making the nozzle longer reduces this slope, but it
only asymptotically approaches zero. The slope can also be re-
duced or eliminated by specifying an undershoot in the TVD~that
should be small enough to avoid separation!. For the TVDs shown
in Fig. 8~f!, the designed duct shape in Fig. 8~e! has a uniform
inlet area. The resulting shape is remarkably similar to the opti-
mized shape of a wind tunnel contraction with the same area ratio
obtained experimentally by Bradshaw@17#.

Straight Diffusers. A guessed shape for a straight diffuser
with area ratioW2 /W152 is shown in Fig. 9~a!; the analysis of
ideal flow in this shape leads to the wall velocities in Fig. 9~b!. To
decelerate the flow more quickly near the inlet, where the bound-
ary layers would be better able to overcome the adverse pressure
gradient, the TVD in Fig. 9~d! is specified. This results in the
diffuser shape shown in Fig. 9~c!. To achieve a uniform parallel
flow at the inlet, Fig. 9~e!, a small overshoot in the target velocity
is needed, as shown in Fig. 9~f!. This solution was achieved with
a 65315 grid, and required only five iterations without using any
intermediate TVD. Boundary layer calculations were performed
for the diffusers in Figs. 9~a! and 9~e!. These showed that, with
the same inlet conditions, the initial shape~Fig. 9~a!! resulted in
separation while the final design~Fig. 9~e!! did not, @6,20#. Ex-
perimental studies on the effect of wall profiles on the boundary
layer flow in straight diffusers also support this design philosophy,
@18#.

Curved Nozzles. The Stanitz elbow problem in Fig. 7 is an
example of this class of geometry. Stanitz never explained the
motivation behind his choice of wall velocity profiles in Fig. 7~d!,
and one may ask how the elbow profile changes with the shape of
these TVDs.

The TVDs specified in Fig. 10~d! have much sharper changes
than the Stanitz’ TVDs in Fig. 7~d!. The guessed shape is shown
in Fig. 10~a!, the Vt

0 profiles obtained by analysis of the flow in
this shape are plotted in Fig. 10~b!, and the designed shape is
shown in Fig. 10~c!. The result of the more rapid flow acceleration

is to separate the flow acceleration zone from the zone where the
flow is turned. From Fig. 10~c!, the flow is first accelerated by the
inner wall, then turned at nearly constant area, and then finally
accelerated by the outer wall.

This zone separation could have been anticipated by the much
larger distance between the I and O TVD profiles in Fig. 10~d!,
compared to those in Fig. 7~d!. This raises the question of how
these profiles are specified in order to achieve the required turn-
ing. The designer might look at theVt

0 profiles to get an initial
estimate of the positions of I and O TVD profiles. Then by run-
ning the code in the design mode for a few different TVDs, TVDs
can be quickly found that result in the specified turning angle. It is
not necessary to obtain the converged solution for each one of the
trial TVDs and obviously the experience of the designer is an
important factor to find appropriate TVDs.

The problem shown in Fig. 10 was solved on a 65315 grid, to
a maximum residual of 1025 and a maximum TVD error of 1024.
This required a total of 23 iterations using 1 intermediate TVD
~i.e., N52).

Uniform Elbow. Flow in an elbow with area ratioW2 /W1
51 is now considered. The guessed shape is plotted in Fig. 11~a!,
and analysis of the ideal flow in this shape leads to the wall
velocities in Fig. 11~b!. The objective is to reduce the velocity
overshoots and, where flow deceleration is required, to cause the

Fig. 9 Design of a straight diffuser. Initial guessed shape „a…
and initial wall velocity „b…. „c… and „e… are designed shapes for
the TVDs in „d… and „f…, respectively.

Fig. 10 Design of a 90 deg curved nozzle. Initial guessed
shape „a…, initial wall velocity „b…, and designed shape „c… for
TVD in „d….

Fig. 11 Design of a 90 deg uniform elbow. Initial guessed
shape „a…, initial wall velocity „b… and designed shape „c… for
TVD in „d….
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highest deceleration early. The profiles specified in Fig. 11~d!
have these properties with much more gradual decelerations com-
pared to theVt

0 profiles. The resulting designed shape is plotted in
Fig. 11~c!. A 65315 grid was used and the solution was obtained
after ten iterations withN51.

Curved Diffusers. The problem of flow in an expanding el-
bow was already discussed in relation to Fig. 3. ForW2 /W152
and the guessed shape in Fig. 12~a!, the wall velocities from the
analysis are plotted in Fig. 12~b!. The specified wall velocities in
Fig. 12~d! eliminate the velocity overshoots and would load the
boundary layer more heavily at the beginning of the deceleration.
The designed shape for these specified TVDs is plotted in Fig.
12~c!. This solution was obtained with a 65315 grid, and required
a total of nine iterations withN51.

S-Bends. A typical design of a contracting S-bend with
W1 /W252 is shown in Fig. 13. For the initial guess, shown in
Fig. 13~a!, the calculatedVt

0 are shown in Fig. 13~b!. The designer
specifies the TVDs shown in Fig. 13~d! to eliminate the extrema
in the Vt

0 profiles. Note that the specified TVDs resemble the
TVDs of two curved nozzles separated by a constant area duct.
There are degrees of freedom for the designer to decide about the
position of the crossover point in the TVDs. The designed duct,
shown in Fig. 13~c!, was obtained with a 65315 grid after 15
iterations withN51.

The design of an S-bend diffuser was reported by Rehman and
Bowyer @3#. The TVDs shown by the solid and dashed curves in
Fig. 14~d! were specified to design an ideal flow duct with an area
ratio of W2 /W152. They used Stanitz’ method to compute the
‘‘inviscid core’’ shape shown with the dashed lines in Fig. 14~c!.
The inviscid core was then corrected for the viscous effects with
an integral boundary layer analysis method to obtain the duct
walls ~solid curves in Fig. 14~c!!. This diffuser was built and the
near wall velocities were deduced from wall pressure measure-
ments. These near wall velocities are plotted in Fig. 14~d!, and are
seen to be in reasonable agreement with the specified TVDs.

The present method started with the guessed shape of inviscid
core shown in Fig. 14~a!. Analysis of the flow in the initial shape
provided theVt

0 profiles shown in Fig. 14~b!. When TVDs shown
with the solid and dashed curves in Fig. 14~d! were used, the
present method predicted a flow core that was very close to that
shown by the dashed lines in Fig. 14~c!. An integral boundary
layer analysis method based on the inner variable theory of Das
@19# was developed and applied to this problem using the bound-
ary layer information given in@3#. Adding our calculated displace-
ment thickness to the inviscid core resulted in duct wall profiles
indistinguishable from those of Rehman and Bowyer. Further de-
tails may be found in@3,20#.

Discussion
The biggest questions about all SSD methods are

1. how does one prescribe a TVD?
2. what happens if the TVD is not realizable?
3. if a solution is found for a TVD, is that solution unique?

The Problem Overview section of this paper provides some
guidelines for choosing a TVD. For a new problem, and if an ideal
flow solver is used to solve the SSD problem, many designs can
be quickly generated for a wide range of TVDs and a few of the
shapes that look particularly attractive can be subjected either to
CFD analysis using the full NS equations, or to experiment. This
should quickly lead to a satisfactory design, and a good designer
will rapidly learn the desirable properties of the TVD for future
applications. It is more natural for a designer to improve a design
by trying new TVDs, which are more directly related to perfor-
mance criteria, than by directly guessing shape improvements.

Particularly for new problems, some of the TVDs chosen will
be unrealizable~i.e., no corresponding duct shape exists!. With
application of the present SSD method with no~or very few!
intermediate TVDs, a nonrealizable TVD will lead to rapid diver-
gence of the iteration loop. If rapid divergence is encountered, a

Fig. 12 Design of a 90 deg curved diffuser. Initial guessed
shape „a…, initial wall velocity „b…, and designed shape „c… for
TVD in „d….

Fig. 13 Design of a contracting S-bend. Initial guessed shape
„a…, initial wall velocity „b…, and designed shape „c… for TVD in
„d….

Fig. 14 Design of an expanding S-bend. Initial guessed shape
„a…, initial wall velocity „b…, and designed shape „c… for TVD in
„d…. Data in „d… are from †3‡.
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large value ofN is specified~e.g., N510) and shapes can be
found for several values of 0,n/N,1. This allows one to usually
get a solution for an intermediate TVD that is close to the speci-
fied TVD. Also, by plotting the evolution of the shape with in-
creasing values ofn/N ~or animating the shape evolution!, it usu-
ally becomes clear why a solution for the TVD is not achievable.
This allows one to specify a more reasonable TVD.

For the problems considered in this paper, the shape of a bound-
ary was designed by specifying an extra boundary condition on
that boundary. For such problems, only one solution was ever
found for a wide range of initial guesses and iteration parameters.
It may sometimes be desirable to apply an extra boundary condi-
tion on one boundary to constrain the shape of the other boundary;
this may lead to nonuniqueness, as discussed in@14#.

Concluding Remarks
A direct surface shape design method was proposed in this pa-

per. The method is based on a simple extension of a standard CFD
method used to solve analysis problems. The only additional com-
plexity of the method, compared to existing CFD methods, arises
from the non-linearities due to the grid motion.

The method is computationally efficient and converges very
quickly for the examples discussed in this paper. While the ideal
flow equations were used for the present calculations, the method
could be applied to the Euler equations or the Navier-Stokes equa-
tions. In these applications various control volume balance equa-
tions, with different flow terms, are used. For exampleFip can be
the flow of momentum by advection and diffusion across the
panel containing integration pointip in the momentum balance
equations.

At the present time there are design problems which can be
solved by optimization methods that may be intractable with the
proposed direct design method. We believe, however, that where
the direct design method applies, a designer may obtain greater
physical insight than with mathematically more intensive, and
computationally more expensive, optimization methods.
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Nomenclature

A 5 Surface area
Ei 5 TVD error at nodei ; Eq. ~10!

Fip 5 flow associated withc across areaAip
N 5 number of TVDs
n̂ 5 normal outward unit vector
R 5 spine coordinate

RESi* 5 normalized residual at nodei
S 5 length of the duct wall

SSD 5 surface shape design
s 5 body fitted coordinate

TVD 5 target velocity distribution
V 5 fluid velocity
Vt 5 tangential velocity at the duct wall, Eq.~5!
W 5 width of duct

x, y 5 Cartesian coordinates
G 5 boundary of the domain
u 5 spine angle
c 5 stream function
V 5 solution domain

Subscripts

I 5 inside wall
ip 5 integration point

O 5 outside wall
1,2 5 inlet and outlet

* 5 reference coordinate

Superscripts

k, m 5 spine identifier
N 5 number of TVDs

old 5 old value
0 5 initial guessed wall velocity distribution
* 5 nondimensional

Appendix

Linearized Equation for F ip. The bilinear distribution off
within an element is given by

f~s,t !5(
j

Nj~s,t !f j[Nj~s,t !f j , (12)

where f may bec, x, or y and (s,t) are the nondimensional
element parametric coordinates. Subscriptj denotes a nodal value
and the summation is over all nodes of the element.Nj (s,t) is the
bilinear shape function associated with nodej and evaluated at
(s,t). Repeated indices in this Appendix imply summation over
the nodes of the element, as indicated by the second equality in
Eq. ~12!.

Equation ~12! allows the normal outward area vector at the
integration pointip to be calculated as

A ip5~@Ax# ip ,@Ay# ip!5~@a j # ipyj ,2@a j # ipxj !. (13)

For example, for the area of the panel containing integration point
ip in Fig. 4, which lies between (s,t)5(21,0) and~0,0!, @a j # ip
52(Nj (0,0)2Nj (21,0)). Note that@a j # ip does not change with
the evolution of the grid.

Also from Eq.~12!, the derivative off at an integration point is

F]f

]s G
ip

5F]Nj

]s G
ip

f j . (14)

The vector“c at the integration pointip within the element is
found by implicit differentiation to be

@“c# ip5S F]c

]x G
ip

,F]c

]y G
ip
D

5
1

Jip
S F]c

]s

]y

]t
2

]c

]t

]y

]sG
ip

,2F]c

]s

]x

]t
2

]c

]t

]x

]sG
ip
D
(15)

where

Jip[F]x

]s

]y

]t
2

]y

]s

]x

]t G
ip

. (16)

For convenience in writing the equations, the array of constants
@gmn# ip , which does not change with the evolution of the grid, is
defined as

@gmn# ip[F]Nm

]s

]Nn

]t
2

]Nm

]t

]Nn

]s G
ip

. (17)

Now the equations forJip andFip can be written in the follow-
ing compact forms:

Jip5@gpq# ipxpyq , (18a)

Fip5@“c# ip•A ip5S @gmna i # ip~ynyi1xnxi !

@gpq# ipxpyq
Dcm[@Gm# ipcm ,

(18b)

where i , m, n, p, and q all refer to values at the nodes of the
element containing the integration pointip. In Eq. ~18b!, @Gm# ip ,
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which represents the effect of the geometry of the element on the
flow term (Fip) at integration pointip, is a highly nonlinear func-
tion of the element nodal coordinates. When the grid evolves from
a known ~old! grid to a new one, all quantities are subject to
change. Linearizing about the values denoted by superscriptold

~old values!, and defining the differential for an arbitrary quantity
f as df5f2fold, the new value ofFip can be approximately
calculated as

Fip'Fip
old1@Gm# ip

olddcm1cm
oldd@Gm# ip . (19)

To obtain a linear expression for the flow term in terms of the
unknown nodal values,d@Gm# ip in Eq. ~19! is linearized as fol-
lows:

d@Gm# ip'S ]@Gm# ip

]yn
D old

dyn1S ]@Gm# ip

]xi
D old

dxi1¯

1S ]@Gm# ip

]yq
D old

dyq . (20a)

Each of the coefficients is easily computed. For example,

S ]@Gm# ip

]yn
D old

5
@gmna i # ipyi

old

Jip
old [@b1mn

y # ip . (20b)

Other terms in Eq.~20a! can be calculated similarly. Defining
@b1n

y# ip[@b1mn
y # ipcm

old , @b2i
y# ip[@b2mi

y # ipcm
old etc., Eq.~19! can

now be written as

Fip'Fip
old1@bm

c # ipdcm1~@b1n
y# ipdyn

1@b2i
y# ipdyi1@b3q

y# ipdyq!1~@b1n
x# ipdxn1@b2i

x# ipdxi

1@b3p
x# ipdxp!. (21)

Collecting terms and inserting the equation for each differential
results in:

Fip'@b j
c# ipc j1@b j

y# ipyj1@b j
x# ipxj

1~Fip
old2@b j

c# ipc j
old2@b j

y# ipyj
old2@b j

x# ipxj
old!. (22)

It can be shown that the last term in Eq.~22! is identically zero.
Equation ~22! is Eq. ~4! in the body of the paper, in which
@C1# ip50.
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Performance Analysis of a
Two-Stage Electrohydraulic
Servovalve in Centrifugal Force
Field
Electrohydraulic servosystems are commonly used in various engineering applications
due to their high power-to-weight ratio, good performance, and ease of control. Electro-
hydraulic servovalves are affected by centrifugal forces when they are used in the fields of
spaceflight, earthquake simulation, and geotechnique. Based on theories of fluid dynamics
and performance of an electrohydraulic servovalve, the fluid flow and structure of a
two-stage electrohydraulic servovalve are analyzed when the valve is affected by centrifu-
gal forces in operation. From calculation and experimental data it is found that centrifu-
gal acceleration is directly proportional to null shift and the scale factor is formulated.
Relevant methods to reduce the influence of the centrifugal force are provided.
@DOI: 10.1115/1.1516573#

Introduction
Centrifugal test as part of environment testing is becoming

more and more widely used to some products in the fields of
spaceflight, earthquake simulation, and geotechnique. Centrifugal
environment test is normally needed for high-precision electrohy-
draulic servovalves.

In certain environments, electrohydraulic servovalves, as well
as hydraulic actuators, are installed on the centrifuge arm to pro-
vide vibration power when vibration testing is needed for some
special parts of spaceflight, geotechnique, and earthquake simula-
tion. In the 1980s, research institutes and universities in America
and Japan had successfully applied hydraulic actuators on the cen-
trifuge arms. These included the California Institute of Technol-
ogy ~Caltech!, University of California at Davis~UC Davis!, the
Rensselaer Polytechnic Institute~RPI!, Colorado University in
Boulder, the Port and Harbour Research Institute of Japan, the
Tokyo Institute of Technology, and the Disaster Prevention Re-
search Institute of Kyoto University. In UC Davis, a hydraulic
actuator controlled by an electrohydraulic servovalve is used to
simulate an earthquake on a centrifuge called Schaevitz. RPI de-
signed an electrohydraulic shaking table to simulate an earthquake
also. The table was installed on the RPI centrifuge to test the
liquefaction of soil in an earthquake. At Colorado University, an
electrohydraulic servovibrator was installed on a geotechnique
centrifuge for use in earthquake simulation and geotechnique
tests. The vibrator is widely used in experiments for material test-
ing, structure load, and base vibration stimulation. The Delft cen-
trifuge ~at Delft Geotechnics, Netherlands!, one of the biggest
centrifuges in the world, can offer centrifugal force up to 6500 kN
for the study of soil mechanics, foundation engineering, and civil
engineering. Delft Geotechnics has abundant experience in using
hydraulic actuators on the centrifuge. Two standard D760 MOOG
electrohydraulic servovalves and two hydraulic cylinders were
used to test piling in clay and dynamic unbalance of the equip-
ment,@1–9#.

Nowadays, electrohydraulic servovalves are frequently used in
a centrifugal force field but no research paper has been published
to show the influence of centrifugal force to electrohydraulic ser-

vovalves. In this paper a creative study on the influence of cen-
trifugal force to the fluid and electrohydraulic servovalve is car-
ried out to overcome the shortfall of research in this field.

Theoretical Analysis of a Centrifugal Force Field
A typical two-stage servovalve is shown as Fig. 1. The first

stage is a double nozzle-flapper valve. The flapper is positioned by
a torque motor which includes the polepiece, armature, and mag-
net. Displacement of the flapper results in a pressure difference
between two sides of the spool, the second stage of the valve. The
spool displacement results in loading fluid flow. In the paper it is
assumed that the oil is incompressible and acceleration of earth
gravity on the fluid in the servovalve can be neglected when com-
pared with the centrifugal acceleration.

Figure 2 shows a sketch of the double nozzle-flapper valve. At
first we discuss forces acting on the flapper when the direction of
flapper’s deflection is opposite to that caused by the acceleration.
Figure 2 shows surface ‘‘1,’’ surface ‘‘N,’’ and the direction of
acceleration. Using Bernoulli equation, we get

PN

r
2axN1

aNVN
2

2
5

P1

r
2ax11

a1V1
2

2
(1)

where,x12xN5L. Here we suppose velocity of flow distributes
evenly at any cross section of the pipeline. Thena15aN51. Ob-
viously V1 is much less thanVN . We considerV150. From Eq.
~1!, we get

PN5P12raL2
rVN

2

2
. (2)

Using the momentum principle of flow fluid, we have

F15PNAN1rQNVN2raAN~xf 02xf ! (3)

QN5VNAN . From Eqs.~2! and ~3! we get

F15S P12raL2
rVN

2

2 DAN1rANVN
2 2raAN~xf 02xf ! (4)

whereVN can be expressed as
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VN5
QN

AN
5

Cd fpDN~xf 02xf !A2

r
P1

pDN
2 /4

5

4Cd f~xf 02xf !A2

r
P1

DN
.

(5)

From Eqs.~4! and ~5! we get

F15P1ANF11
16Cd f

2 ~xf 02xf !
2

DN
2 G2raAN~L1xf 02xf !. (6)

Equation ~6! expresses the fluid forces acting on a single
nozzle-flapper valve in the centrifugal force field. Here we call the
derivative of flow forceF1 to flapper’s offsetxf ‘‘stiffness’’ of
fluid forces acting on a single flapper-nozzle valve. The stiffness
is

dF1

dxf
U

0

524pCd f
2 Psxf 01raAN . (7)

Assuming equal hydraulic impedances at the inlet orifices and
the nozzle/flapper orifices, we havePs52P1u0 . From Eq.~7! we
know that the stiffness~the derivative of flow forceF1 to flapper’s
offsetxf) of the single nozzle-flapper valve is negative. The nega-

tive stiffness causes instability. It needs to be counteracted by
positive stiffness of the driving torque. In the centrifugal force
field, the stiffness is increased by ‘‘raAN . ’’

Fluid forces acting on the flapper from the other side can be
formulated as

F25P2ANF11
16Cd f

2 ~xf 01xf !
2

DN
2 G1raAN~L1xf 01xf !. (8)

Then

F12F25PLAN14pCd f
2 xf 0

2 PL14pCd f
2 xf

2PL28pCd f
2 xf 0Psxf

22raAN~L1xf 0!. (9)

For nozzle-flapper valves, as a general rule,xf 0 /DN51/8;1/16,
@10,11#, and PL'0, xf'0 around the flapper’s middle position.
Then two items in Eq.~9!, 4pCd f

2 xf 0
2 PL and 4pCd f

2 xf
2PL , can be

neglected because they are much less than the item,
8pCd f

2 xf 0Psxf . The stiffness~derivative of fluid forcesF12F2 to
flapper’s offsetxf) can be expressed as

d~F12F2!

dxf
U

0

528pCd f
2 Psxf 0 . (10)

From Eqs.~9! and~10!, we know that differential force acting on
the flapper is increased, but the centrifugal force does not affect
the stiffness of the double nozzle-flapper valve.

Equation of motion of the flapper can be expressed as

Td5Ja

d2u

dt2
1Ba

du

dt
1Kau1~F12F2!r 1maC1T2 . (11)

It is apparent that tanu5xf /r'u. Then

Td5
Ja

r

d2xf

dt2
1

Ba

r

dxf

dt
1rPLAN1FKa

r 2 28pCd f
2 Psxf 0G rx f

1maC22raAN~L1xf 0!r 1T2 . (12)

From Eq.~12!, it can be deduced that the torque is increased by
the componentmaC12raAN(L1xf 0)r according to the accel-
eration. It must be recognized thatKa /r 2.8pCd f

2 Psxf 0 so as to
prevent valves from being unstable. That is to say, spring stiffness
should be larger than the stiffness of fluid forces. Centrifugal force
increases the torque, but does not affect the stiffness of the torque
acting on the flapper.

When the direction of the centrifugal acceleration is reversed,
PN8 , F18 , F28 , andTd8 are corresponding toPN , F1 , F2 , andTd .
It can be deduced that

PN8 5P11raL2
rVN

2

2
(13)

F185P1ANF11
16Cd f

2 ~xf 02xf !
2

DN
2 G1raAN~L1xf 02xf ! (14)

dF18

dxf
U

0

524pCd f
2 Psxf 02raAN (15)

F285P2ANF11
16Cd f

2 ~xf 01xf !
2

DN
2 G2raAN~L1xf 01xf ! (16)

F182F285PLAN14pCd f
2 xf 0

2 PL14pCd f
2 xf

2PL28pCd f
2 xf 0Psxf

12paAN~L1xf 0! (17)

d~F182F28!

dxf
U

0

528pCd f
2 Psxf 0 (18)

Fig. 1 Configuration principium drawing of a two-stage elec-
trohydraulic servovalve. 1: flexure tube, 2: nozzle, 3: feedback
spring, 4: inlet orifice, 5: spool, 6: magnet, 7: armature, 8: pole-
piece.

Fig. 2 Sketch of the double nozzle flapper valve. 1: nozzle, 2:
flapper, 3: nozzle.
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Td85
Ja

r

d2xf

dt2
1

Ba

r

dxf

dt
1rPLAN1FKa

r 2 28pCd f
2 Psxf 0G rx f

2maC12raAN~L1xf 0!r 1T2 . (19)

From the analysis of force and torque acting on the flapper, con-
clusions are summarized as follows: First, centrifugal force affects
not only magnitude but also stiffness~derivative of fluid forces to
flapper’s offsetxf) of fluid forces acting on single nozzle-flapper
valves. When direction of acceleration is the same as the direction
of flapper’s deflection, stiffness of fluid forces is reduced. Sec-
ondly, centrifugal force only affects magnitude of fluid forces and
torque acting on double nozzle-flapper valves, but does not affect
the stiffness of the fluid forces.

Torque Equation Determination
Td can be expressed as

Td5KeI 1Kmu. (20)

T2 can be expressed as

T25~r 1b!K f@~r 1b!u1xv#. (21)

The torque acting on the flapper can be expressed as

KeI 1Kmu5
Ja

r

d2xf

dt2
1

Ba

r

dxf

dt
1rPLAN1FKa

r 2 28pCd f
2 Psxf 0G

3rx f1maC22raAN~L1xf 0!r

1~r 1b!K f@~r 1b!u1xv#. (22)

The torque acting on the flapper is shown in Fig. 3. The com-
pressibility and leakage of oil inside the spool valve can be ig-
nored. We get

qn5Av

dxv

dt
5Kqnxf2KlnPL . (23)

From Eq.~23!, we get

xf5
Av

Kqn

dxv

dt
1

1

Kpn
PL . (24)

The pressure gain of nozzle orifice near the middle position of
the flapper can be expressed as

Kpn5
Kqn

Kln
5

Ps

xf 0
. (25)

The offset can be expressed as

xf5ru. (26)

From synthesizing Eqs.~22!, ~24!, ~25!, and~26!, we get

KeI 5
JaAv

rK qn

d3xv

dt3
1

BaAv

rK qn

d2xv

dt2
1

Km fAv

rK qn

dxv

dt
1~r 1b!K fxv

1
Ja

rK pn

d2PL

dt2
1

Ba

rK pn

dPL

dt
1

Km f1r 2ANKpn

rK pn
PL1maC

22raAN~L1xf 0!r (27)

where the integrated stiffness of the torque motor is

Km f5Kan1~r 1b!2K f (28)

and where the net stiffness of the torque motor is

Kan5Ka2Km2r 2~8pCd f
2 Psxf 0!. (29)

Forces Acting on the Spool„the Second Stage… in Centrifu-
gal Force Field. Forces acting on the spool include the pressure
difference between two ends of the spool, friction, flow force,
inertia force, damp, elasticity produced by the feedback rod, and
the centrifugal force. These forces are formulated as

AvPL5mv

d2xv

dt2
1Bv

dxv

dt
1K f@~r 1b!u1xv#1F f 11mva1F f v .

(30)

We ignore oil leakage in the spool valve and consider that the
axial flow force varies linearly. The axial flow force can be ex-
pressed asF f 15Kvxv . From amalgamating and coordinating Eqs.
~24! and ~30!, we get

AvrK pn2K f~r 1b!

rK pn
PL5mv

d2xv

dt2
1S Bv1

K f~r 1b!Av

rK qn
D dxv

dt

1~K f1Kv!xv1mva1F f v . (31)

Experimental Results
Figure 4 shows the principium sketch of an electrohydraulic

test stand on a centrifuge. The centrifuge provides centrifugal
force. The centrifuge’s drive spindle rotates with a constant angu-
lar velocity v in the plane fixed by axesx and y. An electrohy-
draulic servovalve and a hydraulic actuator are mounted on the
centrifuge arm. Both the servovalve and the actuator are affected
by the centrifugal force. The pump, which supplies fluid power, is
built on the ground with an oil tank. Rotary joints connect pipe-
lines on the centrifuge arm with those on the ground. This allows
pressurized oil to be conveyed into and out of the hydraulic ac-
tuator. Counterweight counterpoises the centrifuge arm.

During the experiments, the servovalve’s orifices A and B~See
Fig. 1! were plugged up when the spool was in its middle position
andxv5 ẋv5 ẍv50. FrictionF f v is very small and can be ignored.
When the centrifugal acceleration varies smoothly, from Eqs.~27!,
~28!, and~31!, the relationship between null shift due to the cen-
trifugal force field,DI , and the centrifugal acceleration,a, can be
formulated as

DI 5Ka (32)

where the scale factor

K5
mC

Ke
1

mv@Kan1~r 1b!2K f1r 2KpnAN#

KerK pnAv2KeK f~r 1b!
2

2rAN~L1xf 0!r

Ke
.

(33)

Equation~12! can also be expressed as

I 5Ka1I 0 . (34)

Table 1 shows some parameters and their values of a nozzle-
flapper valve.~Rated current,I n , is 10 mA and rated flow,Qn , is
1 L/min!. From calculation, the scale factorK is 2.28
31026 As2/m, or 0.228%I n /g, whereg is the acceleration due to
gravity and its value is 10 m/s2. Experimental data from accelera-
tion test is shown in Table 2. Results from calculation and experi-
ments are shown in Fig. 5. The negative current shown in Fig. 5

Fig. 3 Torque and forces on the armature Õflapper assembly
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shows the opposite direction of the current compared to the posi-
tive current. Comparing the theoretically deducedK with the lin-
earized experimental scale factorK8, 2.3131026 As2/m
(0.231%I n /g), the error is very small, just 0.0531026 As2/m
~relative error of 2.17%!.

From computation, the influence of mass of the armature/
flapper assembly, mass of the spool, and flow effects in Eq.~33!
are 2.20131026 As2/m, 0.06931026 As2/m and 0.011
31026 As2/m, respectively. The influence of mass of the
armature/flapper assembly is much bigger here. But the distance
between CG~the Center of Gravity! and the center of rotation of
the armature/flapper assembly,C, is ~or could be! much smaller
~even approaching zero! for other servovalves when the influence
of the acceleration is considered. Thus the influence of the spool
and that of flows are the main roles. Acceleration effects on flows
are small. But the effects can’t be ignored because the value is of
the same order of magnitude as that of the influence of the spool
mass.

Discussion
The final calculation results are based on the static condition of

the system. The movement of the spool and the centrifugal accel-
eration are assumed to be static. In order to keep the integrality of
hydraulic and force equations, some dynamic items are included
in some of the above equations before the movement of the spool

is supposed to be static. In fact, the analysis of the dynamic situ-
ation is very complex and the dynamic items are not just those
mentioned in some of the above equations. Many dynamic factors,
such as the dynamics of the armature/flapper assembly, shock and
vibration, and the dynamic acceleration environment, as well as
the servovalve frequency response characteristic, should be con-
sidered if dynamic analysis is needed.

Conclusions
Centrifugal forces affect the efficient application of electrohy-

draulic servovalves in certain centrifugal force fields. Centrifugal
forces acting on double nozzle-flapper valves affect the magnitude
of fluid forces and torque. This leads to the change of null shift of
the electrohydraulic servovalves. From the analysis it can be con-
cluded that null shift is linear to the centrifugal acceleration and
the linear scale factor is deduced. The influence must be consid-
ered and should be minimized or eliminated when the centrifugal
acceleration is great~i.e., a>100g). It is suggested that to mini-
mize the influence of acceleration:

1. the influence of centrifugal force to null shift can be bal-
anced out by adding proportional reverse voltage or current
to the servovalve,

2. when servovalves are designed to apply in centrifugal force
fields, the distance between the center of gravity and the
center of rotation of the armature/flapper assembly,C,
should be very small. The influence of the mass of armature/
flapper assembly can be effectively reduced by diminishing
the distanceC. The best situation is whereC is zero. Then
the influence of the mass of armature/flapper assembly,
which has been the greatest influence as studied in this pa-
per, is zero and can be ignored.

3. when mass of the armature/flapper assembly, mass of the
spool, and net stiffness of the torque motor are becomingly
decreased, correspondingly the moment constant of the

Fig. 4 Sketch of an electrohydraulic test stand on a centrifuge. 1: centrifuge spindle, 2:
counterweight, 3: rotary joints, 4: return line, 5: electrohydraulic servovalve, 6: test stand, 7:
hydraulic actuator, 8: in line, 9: centrifuge arm, 10: hydraulic pump, 11: oil tank

Table 1 Parameters of the double nozzle-flapper valve

m 3.4531023 kg AN 4.931028 m2

C 1.62731023 m L1xf 0 2.531022 m
r 900 kg/m3 r 12.431023 m
mv 2.8431023 kg Kan 2.45 Nm/rad
Kpn 7.7431011 N/m3 K f 3.6263103 N/m
Av 1.5931025 m2 b 5.231023 m
Ke 2.55 Nm/A I n 10 mA

Table 2 Experimental data of the double nozzle-flapper valve in acceleration tests

a•g21 0 2 4 6 8 10 12 14 16 18 20
I •I n

21(%) 20.4 20.3 0.1 0.6 1.2 1.8 2.2 2.8 3.0 3.4 4.0
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torque motor and pressure gain of the nozzle orifice are in-
creased, the influence of centrifugal force can also be re-
duced.

Nomenclature

AN 5 cross-section area of the nozzle orifice, m2

Av 5 spool end area, m2

a 5 centrifugal acceleration, m/s2

Ba 5 damping coefficient of the armature/flapper assem-
bly, Nms/rad

Bv 5 damping coefficient of the spool, Nms/rad
b 5 distance from the end of the feedback rod to the

axis of each nozzle, m
C 5 distance between the center of gravity and the

center of rotation of the armature/flapper assem-
bly, m

Cd f 5 orifice discharge coefficient
F1 , F2 5 fluid forces acting on the flapper, N

F f 1 5 the axial flow force acting on the spool, N
F f v 5 friction acting on the spool, N

g 5 acceleration of gravity, m/s2

I 5 input current, A
I 0 5 null shift, A
I n 5 rated current, mA
Ja 5 inertia coefficient of the flapper, kgm2/rad
K 5 scale factor, As2/m

Ka 5 stiffness of the supporting spring, Nm/rad
Kan 5 net stiffness of the armature/flapper assembly,

Nm/rad
K f 5 stiffness of the feedback rod, N/m
Ke 5 torque constant of the electromagnetic torque mo-

tor, Nm/A
Kln 5 flow-pressure coefficient, m5/Ns
Km 5 magnetism-elasticity torque coefficient of the elec-

tromagnetic torque motor, Nm/rad
Km f 5 integrated stiffness of the torque motor, Nm/rad

Kpn 5 blocked load differential pressure gain of the
double nozzle/flapper orifices, N/m3

Kqn 5 flow gain of nozzle orifice, m2/s
Kv 5 stiffness of the steady-state axial flow force acting

on the spool, N/m
L 5 distance along axisx between surface ‘‘1’’ and

surface ‘‘N,’’ m
m 5 mass of the armature/flapper assembly, kg

mv 5 mass of the spool, kg
P1 , P2 5 pressure at the spool ends, N/m2

PL 5 differential pressure on spool ends, N/m2

PN 5 pressure at surface ‘‘N,’’ N/m 2

Ps 5 oil supply pressure, N/m2

QN 5 flow rate through the nozzle orifice, m3/s
Qn 5 rated flow, L/min
qn 5 flow output, m3/s

r 5 distance between the rotation axis of the flapper
and the axis of each nozzle, m

T2 5 torque provided by the second stage, Nm
Td 5 driving torque of the electromagnetic motor acting

on flapper, Nm
V1 , VN 5 velocity of flowing fluids at surface ‘‘1’’ and sur-

face ‘‘N,’’ m/s
x1 , xN 5 distance between surface ‘‘1’’ and ‘‘N’’ along axis

x, m
xf 5 flapper’s offset along with the axis of the nozzle

orifice, m
xf 0 5 distance between nozzle and flapper when the

flapper is in middle position, m
xv 5 displacement of the spool, m
r 5 density of oil, kg/m3

u 5 angle of rotation of the flapper, rad
a1 , aN 5 kinetic energy correct modulus of fluids at surface

‘‘1’’ and surface ‘‘N’’
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Experimental Characterization of
Compact Heat Exchangers With
Short Flow Lengths at Simulated
Elevated Altitudes
This paper presents experimental pressure drop and heat transfer results of compact heat
exchangers made with plain rectangular fins of short flowlengths tested with air at very
low Reynolds numbers. Experiments were performed at sea level and at simulated el-
evated altitudes up to 25,298 m (83,000 ft). From the experimental results, the additional
pressure drop of the air caused by the developing boundary layers and the hydrodynamic
entrance length were determined. An equation was produced that predicted the average
Nusselt number of the air, which significantly decreased with nondimensional length. The
experimental results varied with respect to the aspect ratio of the rectangular duct and
nondimensional length, which is inversely related to the Reynolds number.
@DOI: 10.1115/1.1516574#

Introduction
There is a need to design heat exchangers that operate in a

subsonic high-altitude aircraft at altitudes up to 25,298 m~83,000
ft!. These heat exchangers should impose a low pressure drop on
the ambient air, while still transferring the required amount of
heat. Compact heat exchangers made with plain rectangular fins of
short lengths were examined to determine if they meet this need.
Some of the most noted experimental and numerical research per-
formed with compact heat exchangers and surfaces used in com-
pact heat exchangers are discussed in the following paragraph.

Kays and London@1# measured heat transfer and pressure drop
characteristics of fluids traveling along many surfaces used in heat
exchangers, including an approximately 0.229 m~9 in.! square
surface consisting of plain rectangular fins. Clark and Kays@2#
determined the heat transfer of fluids in entire heat exchangers
that were approximately 0.305 m~12 in.! long also consisting of
plain rectangular fins. Montgomery and Wibulswas@3# numeri-
cally determined the average Nusselt number of a fluid traveling
through rectangular ducts of different aspect ratios. Shah and Lon-
don @4# extensively reviewed experimental and numerical litera-
ture about the heat transfer and pressure drop characteristics of
fluids with developing or fully developed boundary layers travel-
ing through rectangular ducts or other geometries.

Sparrow et al.@5# and Lundgreen et al.@6# both determined the
additional pressure drop that results from the development of the
boundary layers in the entrance region of rectangular ducts. Spar-
row et al. accomplished this experimentally with two long rectan-
gular ducts of different aspect ratios. Lundgreen et al. completed
this numerically for many individual ducts of different aspect ra-
tios. Fleming and Sparrow@7# and Han@8# both determined the
length of the hydrodynamic entrance region in a rectangular duct.
Fleming and Sparrow completed this experimentally with two
ducts of different aspect ratios, whereas Han accomplished this
numerically for ducts of many different aspect ratios.

The previous experimental research tested exchangers with
long lengths and with fluids at atmospheric pressure. The research
previously performed using numerical methods examined a single

rectangular duct or other geometric shape and not an entire heat
exchanger. None of the previous research that was found experi-
mentally tested heat exchangers with plain fins of short lengths
with fluids at pressures other than atmospheric. However, the de-
sign need requires heat exchangers with short lengths that perform
adequately using air at subatmospheric pressure.

This paper presents and compares experimental pressure drop
and heat transfer results collected at atmospheric and simulated
elevated altitudes up to 25,298 m~83,000 ft! performed with com-
pact heat exchangers made with plain rectangular fins of short
lengths of 2.79 cm~1.100 in.! In all the experiments, the air trav-
eling through the rectangular ducts was laminar with Reynolds
numbers between 100 and 1000, and the boundary layers of the air
are developing for the entire or large portion of the length of the
duct. The additional pressure drop and heat transfer of the devel-
oping boundary layers are quantified in this paper.

Analysis

Compact Heat Exchangers. Compact heat exchangers are
made in a plate-fin arrangement with plates separating the two
different fluids. Fins are generally placed in the path of the fluids
that are gases. These fins have parameters associated with them
that help define the heat exchanger. These parameters are the dis-
tance between the fins called fin spacing~s!, height of the fins
(hf), thickness of the fins~t!, the length of the duct formed by the
fins ~L!, and the total height in the nonflow direction~H!. These
parameters are shown in Fig. 1.

Once the parameters of the fins and plates are known, other
relevant parameters are calculated. These are the hydraulic diam-
eter of an individual rectangular duct formed by the rectangular
fins, Dh , the aspect ratio,a, the free flow area,Af f , and the
porosity,s; these parameters are defined in the Nomenclature Sec-
tion. The aspect ratio was varied in the heat exchangers used in
the experiments and is equal to the fin spacing divided by the fin
height; because the fin height was always greater than the spacing,
the aspect ratio varied between one and zero, corresponding to
square ducts and parallel plates, respectively.

Pressure Drop Analysis of Compact Heat Exchangers. The
pressure losses of the air traveling through a compact heat ex-
changer are mainly due to skin friction and to expansion and
contraction in area. The heat exchangers tested in these experi-
ments have relatively high porosities, greater than 70%; therefore,
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the pressure drop is largely due to skin friction losses. Form losses
were assumed to be negligible for flow around the thin fins and
tubes; this assumption is more valid for flow around the fins than
the tubes.

The pressure losses due to contraction and expansion occurred
when the air entered and excited the heat exchanger. These losses
always accounted for less than 10% of the total pressure drop; in
a specific example of the heat exchanger with rectangular ducts of
aspect ratio 1/6 being tested at a Reynolds number of 650, the
pressure losses due to contraction and expansion of area was 4.6%
of the total pressure drop measured. The pressure drop of air from
these losses is calculated in Eq.~1! by usingKc and Ke for the
loss coefficient for contraction or expansion, respectively. The
contraction and expansion loss coefficients,Kc andKe , are given
in graphical form in Fox and McDonald@9#. These graphs were
generated from the data of Streeter@10#.

DP5Kc,erV2/2 (1)

The pressure loss of the air due to skin friction is a result of the
shear force between the air and the duct wall, which is greater
where the boundary layers of the air are developing and is con-
stant in the laminar flow regime after the boundary layers are fully
developed. Equation~2! calculates the pressure loss due to skin
friction in both regions of the rectangular duct where the boundary
layers are developing and fully developed,@11#. The first term on
the R.H.S. of Eq.~2! accounts for the pressure drop in the fully
developed region andf f d for laminar flow is equal to a constant
divided by Reynolds number. The term in Eq.~2! that includesK,
accounts for the additional pressure drop in the region of a rect-
angular duct where the boundary layers of the air are developing.
If the boundary layers of the air become fully developed in a duct,
thenK approaches a constant value ofK(`).

DP5S 4 f f dL

Dh
1K D rV2

2
. (2)

In the Results section, the results of the pressure drop experi-
ments are shown with nondimensional parameters. Equation~3!
defines a nondimensional pressure drop, referred to as loss coef-
ficient, and Eq.~4! defines a nondimensional length. In Eq.~4!, x
represents a length over which the experimental measurements
were made. Because the difference in pressure was measured be-
fore the inlet and after the exit of the heat exchanger,x corre-
sponded to the length,L, of the rectangular duct.

Loss coefficient5DP/~rV2/2! (3)

x15nondimensional length5x/~Dh Re! (4)

A relationship between nondimensional length and loss coeffi-
cient is shown in Eq.~5!, which compares data from experimental
flows to the theoretical pressure drop of flows with fully devel-
oped boundary layers from the entrance of the duct. This relation-
ship, used by other researchers~e.g., @4#!, is obtained from the
pressure drop and the first term on the R.H.S. of Eq.~2!. In the
Results section this relationship is shown in a graph of the data of
loss coefficient versus nondimensional length. These graphs show
that the data have a greater loss coefficient at the same nondimen-
sional length than theoretical flow because the boundary layers of
the air are developing at the entrance of a rectangular duct;K
represents the difference between these loss coefficients. The dif-
ference of the loss coefficients increases until the boundary layers
of the flow become fully developed; after this occurs, the differ-
ence of the loss coefficients remain constant, represented by
K(`), so that a linear fit of the data and the line representing flow
with fully developed boundary layers are parallel.

4 f f dx

Dh
5

4Cx

Dh Re
5

DP
1
2 rV2

54Cx1 (5)

Heat Transfer Analysis of Compact Heat Exchangers. The
objective of the heat transfer experiments was to determine the
average heat transfer coefficient and average Nusselt number of
the air in the compact heat exchanger. Heat was transferred to the
air by flowing heated water through the inside of the tubes of the
heat exchanger. The heat transfer coefficient of the air was calcu-
lated by first calculating the overall heat transfer coefficient times
area, UA, shown in Eq.~6!.

Q̇5UA FDTlm (6)

The total rate of heat transferred,Q̇, was calculated from an
average of the heat lost by the water and the heat gained by the
air, which amounts always agreed within 3% of each other. The
log-mean temperature difference,DTlm , was calculated for coun-
tercurrent flow and a correction factor,F, was used to account for
cross flow versus countercurrent flow and was always within 2%
of unity. After UA was calculated, the average heat transfer coef-
ficient of the air was calculated from the following equation.

1/UA51/~ho,airhairAs!1tp /~kpAp!11~ho,waterhwaterAs! (7)

The heat transfer coefficient of the water,hwater, was calculated
from a correlation by Gnielski@12# and the accuracy of this cor-
relation was stated to be equal to or better than 10% of the calcu-
lated value. The heat transfer coefficient of the water was very
large; the thermal resistance of the water and metal wall always
represented less than 5% of the total thermal resistance of the
system, which allowed for good accuracy when calculating the
thermal resistance of the air. The overall surface efficiencies of the
air and water side,ho,air andho,water, were calculated by knowing
the efficiency of the fins on the air and water sides from Eq.~8!;
there were fins in the water side due to the internal ribs of the
tubes. Equation~9! calculated the efficiency of a fin that has no
heat transfer at the tip. Because of symmetry in a compact heat
exchanger, in Eq.~9! l is equal to one half of the height of the fin
and the parameter ‘‘m’’ is defined in Eq.~10!.

Fig. 1 Parameters of fins and overall design of a compact heat
exchanger
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ho512~12h f !Af /As (8)

h f5tanh~ml!/~ml! (9)

m5@~havgpf !/~kfAc f!#
1/2 (10)

The average heat transfer coefficient of the air is implicit in
these equations because it appears in the parameter ‘‘m’’ and in
the equation of overall heat transfer coefficient times area, hence
the equations must be solved iteratively. Lastly, after the average
heat transfer coefficient of the air was calculated, the average
Nusselt number of the air was calculated by Eq.~11!.

Nu5hairDh /kair (11)

Experimental Setup
Four heat exchangers were made with rectangular fins that

formed rectangular ducts of aspect ratios of 1/3, 1/6, 1/9, and
1/15. Table 1 shows the important parameters of the rectangular
fins. The length of each aluminum tube and the rectangular ducts
that the air traveled through was 2.79 cm~1.100 in.!. The total
width ~W! of each heat exchanger and each section of fins was
0.305 m~1.00 ft.!. The height of each aluminum tube was 0.241
cm ~0.095 in.!. The total height~H! of the heat exchanger was
required to be less than 0.305 m~1.00 ft.! to fit into the experi-
mental apparatus that was built to test the heat exchangers; there-
fore, the total height of each heat exchanger was determined by
the number of fin and tube sections that could be brazed together
and still have the height be less than 0.305 m~1.00 ft.!.

Ewing @13# constructed the experimental apparatus, a diagram
of which is shown in Fig. 2, that allowed pressure drop and heat
transfer measurements to be taken of the air traveling through the
ducts of the compact heat exchangers. In the following para-
graphs, the path of the air is described as it traveled through the
experimental apparatus and the rectangular ducts of the heat ex-
changer.

Air was drawn through a bell-mouth opening and then traveled
through a screen with square holes of length 1.1 mm~0.045 in.!.
The air then traveled through a honeycomb section that acted as a
flow straightener that had round holes with a diameter of 0.63 cm
~0.25 in.! and a length of 20.3 cm~8.0 in.!. After the flow straight-
ener, the air traveled through another screen similar to the first one
and then entered and exited the ducts of the compact heat ex-

changer. Then the air entered into another 0.3048 m~1.00 ft.!
square box that is 19.1 cm~7.5 in.! long and proceeded 0.914 m
~3.00 ft.! through a 10.16 cm~4.00 in.! diameter PVC pipe to a
vortex shedding flowmeter, which measured the volumetric flow
rate of air. The density and mass flow rate of the air were calcu-
lated by measuring the temperature and pressure of the air at the
flow meter. Following this, the air proceeded down the PVC pipe
to the fan and then outside.

A manometer that was connected to pressure taps that were
before and after the heat exchanger measured the difference in
static pressure of the air before and after the rectangular ducts of
the heat exchanger. From the pressure drop measurements, the
loss coefficient was calculated by subtracting the pressure drop
due to the contraction and expansion of the air from the measured
pressure drop and then dividing this term byrV2/2.

Heat transfer experiments were performed by passing air
through the experiment as just described and by flowing water
through the inside of the tubes of the heat exchanger. After the
water exited the tubes it was pumped past electrical immersion
heaters, which transferred heat back to the water, then the water
flowed into a reservoir and to the inlet of the pump. Temperatures
of air and water were approximately steady after 30 minutes of
operation and were recorded when all temperatures varied less
than 0.6°C~1°F! over a ten minute period.

Results and Discussion

Pressure Drop Experiments at Isothermal Conditions.
Many experiments were performed from which data ofK andx1

were calculated; the values ofK increased at small values ofx1

and were approximately constant at larger values ofx1. Values of
K(`) for ducts of aspect ratios of 1/3, 1/6, 1/9, and 1/15 were
determined by averaging the approximately constant values ofK
at larger values ofx1. An equation of the form of Eq.~12! was
used to predictK at anyx1. C1 is a constant determined from the
curve fit of the data and depends on the aspect ratio of the rect-
angular duct.C1 was positive for each heat exchanger made with
rectangular ducts of a different aspect ratio; therefore,K ap-
proachedK(`) as the nondimensional length approached infinity
and was zero whenx1 was zero. The nondimensional hydrody-
namic entrance length,Lhy

1 , needed for the boundary layers of the

Table 1 Parameter of the fins used in compact heat exchangers

Aspect
Ratio

Fin Pitch
Fins/cm
~Fins/in.!

Fin Height
cm ~in.!

Fin Length
cm ~in.!

Fin Thickness
Cm ~in.!

Hydraulic
Diameter,Dh

cm ~in.!

1/3 3.9~10.0! 0.737~0.290! 2.794~1.1! 0.0127~0.005! 0.363~0.143!
1/6 3.9~10.0! 1.468~0.578! 2.794~1.1! 0.0127~0.005! 0.414~0.163!
1/9 3.9~10.0! 2.184~0.860! 2.794~1.1! 0.0127~0.005! 0.434~0.171!

1/15 5.9~15.0! 2.362~0.930! 2.794~1.1! 0.0127~0.005! 0.295~0.116!

Fig. 2 Diagram of the experimental apparatus
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air to become fully developed was calculated by assuming that the
boundary layers were fully developed whenK/K(`) of the curve
fit was equal to 0.98.

K

K~`!
512e2C1x1

(12)

The results of the experiments are shown in a graph of
DP/(0.5rV2) versusx1 in Figs. 3–6 for heat exchangers made
with rectangular ducts of aspect ratios of 1/3, 1/6, 1/9, and 1/15,
respectively. Each graph showsK(`) and the curve fit from Eq.
12 and Table 2 shows all the important results from the data points
collected at isothermal conditions, such asK(`), Lhy

1 , and con-
stant C1 of Eq. ~12!.

Many trends were seen from the results of the pressure drop
experiments performed at isothermal conditions. The pressure
drop data at large nondimensional lengths for each aspect ratio
were parallel to the line representing flow with fully developed
boundary layers. This supports the published friction factor values
of the aspect ratios tested. The additional pressure drop due to the
developing boundary layers significantly increased as the aspect

ratio increased from 1/6 to 1/3, as shown in Figs. 4 and 3, respec-
tively. The additional pressure drop due to the developing bound-
ary layers did not increase significantly for the heat exchangers
made with ducts with aspect ratios of 1/6, 1/9, and 1/15, as shown
in Fig. 4–6, respectively. The nondimensional hydrodynamic en-
trance length,Lhy

1 , decreased by approximately one half between
the ducts of aspect ratios of 1/3 and 1/6, and 1/6 and 1/9. The
boundary layers developed in such a short distance for the ducts
of an aspect ratio of 1/15 that it was not possible to detect an
entrance length from the experimental data, as shown in Fig. 6.

Fig. 3 Loss coefficient versus x¿ for rectangular ducts with
an aspect ratio of 1 Õ3

Fig. 4 Loss coefficient versus x¿ for rectangular ducts with
an aspect ratio of 1 Õ6

Fig. 5 Loss coefficient versus x¿ for rectangular ducts with
an aspect ratio of 1 Õ9

Fig. 6 Loss coefficient versus x¿ for rectangular ducts with
an aspect ratio of 1 Õ15

Table 2 Major results from the experiments performed at iso-
thermal conditions

Aspect
Ratio K(`)

Entrance
Length,Lhy

1
C1 of

Eq. ~12!
Fully Developed

Friction Factor,f 54C/Re

1/3 0.634 0.0641 61.16 68.47/Re
1/6 0.320 0.0315 125.54 79.06/Re
1/9 0.219 0.0166 237.02 83.85/Re
1/15 0.0905 88.31/Re
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Pressure Drop Experiments With Heat Transfer Simulta-
neously Occurring. Figures 3–6 show the data points collected
from the pressure drop experiments performed with heat transfer
simultaneously occurring with heat exchangers made with ducts
of aspect ratios of 1/3, 1/6, 1/9, and 1/15, respectively. This data at
nonisothermal conditions had greater loss coefficients at the same
nondimensional length than the pressure drop experiments at iso-
thermal conditions.

Two factors were identified that contributed to the larger loss
coefficients for the pressure drop experiments with heat transfer
simultaneously occurring. The first factor is the velocity of the air
at the exit of the heat exchanger was greater than the velocity of
the air at the inlet of the heat exchanger due to the decrease in
density of the higher temperature air for the experiments per-
formed with heat transfer occurring. The static pressure drop was
greater for the experiments with heat transfer occurring due to the
difference in the velocity and momentum at the inlet and exit of
the heat exchanger.

A greater pressure drop also resulted from the greater viscosity
of the air in the pressure drop experiments that were performed
with heat transfer occurring. The results were calculated assuming
an air viscosity at the average bulk temperature of the air at the
inlet and exit of the heat exchanger; however, a more accurate
calculation of air viscosity would be to calculate it at the tempera-
ture of the wall, which for these experiments was very close to the
temperature of the water.

The values ofK were recalculated accounting for the change in
density and calculating the viscosity of the air at the temperature
of the water; the recalculated values compared very closely to the
values ofK that were obtained at isothermal conditions. Therefore
the differences in the values ofK were accounted for by variations
in density and viscosity of the air.

Pressure Drop Experiments at Simulated Elevated Alti-
tudes. Pressure drop and heat transfer measurements were ob-
tained at simulated elevated altitudes by placing the apparatus in a
chamber that remained partially evacuated as the specified flow
rate of air passed through the experimental apparatus. The experi-
ments at simulated elevated altitudes were performed in the fol-
lowing way. First, the chamber was partially evacuated to simu-
late an altitude of 4572 m~15,000 ft.! and the flow rate of air
through the experiment was adjusted to correspond to a Reynolds
number of approximately 250. When the conditions were steady,
the pressure drop across the heat exchanger and the temperatures
of the air and water were recorded. After this, the chamber was
further evacuated to simulate an altitude of 9144 m~30,000 ft! and

the procedure was repeated at this altitude and at altitudes of
15,240 m~50,000 ft!, 19,202 m~63,000 ft!, 24,384 m~80,000 ft!,
and 25,298 m~83,000 ft!.

The pressure drop data collected from the experiments per-
formed at sea level and at simulated high altitude conditions are
compared in graphs ofK versusx1 in Fig. 7–9, corresponding to
ducts of aspect ratios of 1/3, 1/9, and 1/15, respectively. In Fig. 7,
the values ofK compare very well for the experiments performed
at simulated altitudes of 4572 and 9144 m to the experiments
performed at sea level at the samex1 value and with the same
amount of heat transfer occurring. The values ofK compare rea-
sonably well for the experiment performed at a simulated altitude
of 19,202 m to the corresponding experiment performed at sea
level. In Fig. 8 the values ofK compare very well for the experi-
ments performed at simulated altitudes of 9144 and 15,240 m to
the experiments performed at sea level. In Fig. 9, three of the four
values ofK of the experiments performed at simulated altitudes of
4572 and 9144 m and at sea level compare very well. The values
of K somewhat differ between the experiments performed at a
simulated altitude of 19,202 m and sea level.

Generally, these experiments indicate a good correlation be-
tween pressure drop experiments performed at sea level and at
simulated elevated altitude at the samex1 value, which corre-
sponds to the same Reynolds number becausex andDh remained
constant. Therefore, from the good correlation of results between
the pressure drop experiments performed at sea level and simu-

Fig. 7 Comparison between sea level and elevated altitude for
aspect ratio 1 Õ3

Fig. 9 Comparison between sea level and elevated altitude for
aspect ratio 1 Õ15

Fig. 8 Comparison between sea level and elevated altitude for
aspect ratio 1 Õ9
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lated elevated altitudes, heat exchangers tested at sea level condi-
tions will perform comparably at elevated altitudes.

The confidence intervals of the data from the pressure drop
experiments performed at simulated elevated altitudes are rela-
tively large due to the manometer used during the experiments.
Confidence that the results from the pressure drop experiments
performed at sea level and simulated elevated altitudes are nearly
equivalent is gained from the pressure drop data with smaller
confidence intervals and correct trends are seen when examining
all the data together. The experimental results with relatively large
confidence intervals are presented to show the complete set of
experimental data and no conclusions were made from this por-
tion of data.

Heat Transfer Experiments. The results of the heat transfer
experiments are shown in graphs of Nuavg versus nondimensional
thermal length,x* in Figs. 10–13 for heat exchangers with rect-
angular ducts of aspect ratios of 1/3, 1/6, 1/9, and 1/15, respec-
tively. The trends of these experimental data show that the Nusselt
number for laminar flow through short rectangular ducts, less than
2.8 cm ~1.1 in.!, depends on the aspect ratio andx* , which is
inversely proportional to Reynolds number. Also, illustrated in
these graphs is the increase in the average Nusselt number of the
air due to the developing boundary layers of the air. In Figs.
10–12, the average Nusselt number decreased significantly asx*
values increased to 0.025. The Nusselt number continued to de-
crease at a lower rate as thex* value increased to values greater
than 0.025. The Nusselt numbers appear to be decreasing at the
largestx* values for the experiments performed with aspect ratios
of 1/6, 1/9, and 1/15.

The Nusselt numbers calculated from the experiments with
ducts of aspect ratios of 1/3, and 1/6 at largerx* values very
closely approach the theoretical Nusselt number for flow with
fully developed boundary layers at a constant wall temperature.
Comparing the data to Nusselt numbers corresponding to constant
wall temperature condition is more appropriate due to the high
flow rate of water inside the tubes, which resulted in essentially a
constant wall temperature. The Nusselt numbers calculated from
the experiments with rectangular ducts of aspect ratios of 1/9 and
1/15, fall below the theoretical Nusselt numbers. There is a trend
noticed that as the aspect ratio decreases the average Nusselt num-
ber further decreases below the fully developed value. Also, the
experimental Nusselt numbers appear to be approximately equal
at x* values of 0.1 for all the heat exchangers tested; however, the
theoretical Nusselt number for fully developed boundary layers
increases as the aspect ratio decreases. The following paragraphs
give possible explanations for the experimental Nusselt numbers
decreasing below the theoretical value.

The theoretical Nusselt numbers for flow with fully developed
boundary layers at a constant wall temperature were determined
by numerical methods for a single rectangular duct and by assum-
ing that heat conduction in the axial direction of the fluid is neg-
ligible, @3#. Singh@14# determined that in circular tubes, heat con-
duction in the axial direction is negligible for fluids with Peclet
numbers ~Pe! greater than 100. Many experiments were per-
formed with air at low Reynolds numbers, which resulted in Pe-
clet numbers of approximately 70, therefore axial conduction may
have been significant in these experiments. Axial conduction

Fig. 10 Heat transfer experiments for aspect ratio 1 Õ3

Fig. 11 Heat transfer experiments for aspect ratio 1 Õ6

Fig. 12 Heat transfer experiments and graph of Eq. „13… for
aspect ratio 1 Õ9

Fig. 13 Heat transfer experiments for aspect ratio 1 Õ15
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would decrease the temperature difference between the air and the
wall and decrease the heat transfer to the air and the Nusselt
numbers calculated from the experiments because the Nusselt
numbers were calculated from the amount of energy gained by the
air. Taitel and Tamir@15# determined that the Nusselt number for
fully developed flow in round tubes decreased 5% below the fully
developed value at a Peclet number of 50. In addition axial con-
duction in the fluid may be more significant in the region where
the boundary layers are developing or in certain aspect ratios of
rectangular ducts.

The geometry of a compact heat exchanger with many rectan-
gular ducts is significantly different than a single rectangular duct;
this difference in geometry may partially account for the experi-
mental Nusselt numbers falling below the theoretical Nusselt
number. In addition, the air could have experienced some nonideal
flow such as separation from the fin or tube as it entered or exited
the rectangular duct and this would impact the heat transfer ability
and Nusselt number of the air.

The graph of Nusselt number versus nondimensional thermal
length of each aspect ratio is represented well by a logarithmic
curve. Equation~13! was obtained for the Nusselt number, which
is valid for aspect ratios between 1/15 and 1/3, for nondimen-
sional thermal lengths between 0.01 and 0.12, and for Reynolds
numbers between 100 and 1000. The raw correlation coefficient
(R2) factor for this equation compared to all the experimental data
is equal to 0.9986 and the average percent error between the equa-
tion and the experimental measurements is 3.1%. The greatest
percent error occurred at the smallest and largest nondimensional
thermal lengths. The graph of the experimental data collected
from the heat exchanger made with rectangular ducts with an
aspect ratio of 1/9 is shown along with the graph of Eq.~13! in
Fig. 12.

Nu522.3393* ln~x* !23.2870* ~a!

0.01,x* ,0.12, 1/15,a,1/3, and 100,Re,1000 (13)

Comparisons to Other Studies. The experimental results
were compared to experimental or numerical results of other stud-
ies. The values ofK(`) were compared toK(`) values obtained
by numerical methods by Lundgren et al.@6# and the experimental
values obtained by Sparrow et al.@5#. When calculatingK(`),
Lundgren et al.@6# assumed the air had a uniform velocity profile
at the entrance of the duct and a fully developed velocity profile at
a downstream distance greater than the entrance length. The mo-
mentum of the air with a fully developed profile is greater than the

momentum of the air at the entrance of the duct with a uniform
velocity profile. This necessary increase in momentum comes at
the expense of a greater pressure drop and hence a substantially
greaterK(`). Sparrow et al.@5# measured the pressure of the air
before it entered a single rectangular duct and in the duct where
the boundary layers are fully developed; hence, the air also expe-
rienced an increase in momentum in the rectangular duct.

The present experiments measured the pressure drop before the
air entered the duct and after the air exited the duct, both locations
having an approximately uniform velocity profile of the air; there-
fore, the momentum of the air was equal where the pressure drop
measurements were made, from whichK(`) was calculated. The
momentum difference reported by Lundgren et al.@6# was added
onto theK(`) of the present data and the favorable comparisons
between the three different studies are shown in Fig. 14.

The hydrodynamic entrance lengths calculated from the curve
fit of the pressure drop data were compared to the numerical stud-
ies of Fleming and Sparrow@7# and Han@8#. This study deter-
mined the hydrodynamic entrance length to be the length where
K/K(`)50.98; whereas Fleming and Sparrow@7# determined the
entrance length to be whereK/K(`)50.95. Han@8# determined
the entrance length as the distance where the centerline velocity is
99% of the fully developed centerline velocity, i.e.,uo /u`

Fig. 14 Comparison of K „`… of the present data to previous
studies

Fig. 15 Comparison of entrance lengths of the present data to
previous studies

Fig. 16 Comparison of Nusselt numbers of the present data to
a previous study
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50.99. The entrance lengths calculated from the present experi-
ments and the two previous studies are shown in Fig. 15 and
compare well at aspect ratios less than 0.4; there are noticeable
discrepancies at larger aspect ratios.

The Nusselt numbers calculated from the heat transfer experi-
ments were compared to the experimental Nusselt numbers calcu-
lated by Clark and Kays@2#. Clark and Kays@2# tested a compact
heat exchanger made with rectangular ducts with an aspect ratio
of 1/2.62 and a length of 12 in. The rectangular ducts of the heat
exchanger tested by Clark and Kays@2# had a ratio of length-to-
hydraulic-diameter of 55; whereas, the rectangular ducts tested in
this study had an aspect ratio of 1/3, a length of 1.1 in., and a
length to hydraulic diameter ratio of 7.7. Clark and Kays@2# per-
formed the heat transfer experiments with air at Reynolds num-
bers between 840 and 2200; whereas, the experiments of this
study were performed with air at Reynolds numbers between 120
and 1150.

The Nusselt numbers calculated from the experiments by Clark
and Kays@2# are shown in Fig. 16 and illustrate that there is not a
large increase in the Nusselt number calculated from the experi-
ments due to the fact that the rectangular ducts were relatively
long compared to the length of the developing boundary layers.
The Nusselt numbers of this study are slightly greater than those
obtained by Clark and Kays@2# because of the slightly different
aspect ratios of the heat exchangers tested. There is no literature
available where the developing boundary layers represent a large
portion of the relatively short rectangular duct, therefore, there is
no comparison to the Nusselt numbers of the present experiments
performed at nondimensional thermal lengths less than 0.035.

Uncertainty Analysis
An uncertainty analysis was performed to determine the accu-

racy of DP/(0.5rV2), K, and Nusselt number, and to determine

how sensitive these values are to measurements taken during the
experiment. The measurements that affect the calculation of
DP/(0.5rV2) and K are the pressure drop across the heat ex-
changer measured by a manometer, the flow rate of air measured
by a vortex shedding air flowmeter, the pressure reading at the
flowmeter measured by a U-tubed manometer, the atmospheric
pressure measured by a barometer, and the inlet and exit tempera-
ture of the air measured by thermocouples. The pressure drop
measurement directly affectsDP/(0.5rV2), which is also used to
calculateK. The accuracies of the other measurements affect the
calculation of the mass flow rate and density of air that are used to
calculate the average velocity, the calculation ofDP/(0.5rV2),
and the pressure drop of theoretical flow with fully developed
boundary layers.

The effect that the accuracy of these measurements have on
DP/(0.5rV2) and K is determined by computing the partial de-
rivative of DP/(0.5rV2) or K with respect to a measurement and
then multiplying this by the accuracy of the instrument. The par-
tial derivatives were calculated numerically and the accuracy of
each measurement device was determined by the accuracy re-
ported by the manufacturer or by general observations. This pro-
cedure is repeated for each measurement that affects the value of
DP/(0.5rV2) or K. After each of these products of the partial
derivative with respect to the measurement multiplied by the ac-
curacy of the measurement are obtained, they are each squared,
summed together and then the square root is taken of this sum, as
described by Moffat@16#. This method to calculate the accuracy
of K in this experiment is shown in Eq.~14!. The accuracy of
DP/(0.5rV2) was calculated by replacingK with DP/(0.5rV2)
in Eq. ~14!.

K53
S ]K

]Press DropD
2

~D Manometer!21S ]K

]Exit TempD
2

~D Thermocouple!21

S ]K

]Flowmtr PressD
2

~D Flowmtr Press!21S ]K

]FlowmeterD
2

~D Flowmeter!21

S ]K

]Atm PressureD
2
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2

~D Thermocouple!2
4

1/2

(14)

The accuracy reported by the manufacturer for the manometer
used in the experiments performed at sea level conditions is
60.062 Pa~60.00025 inches of water!. After experimentally de-
termining the repeatability of the manometer and accounting for
possible vibrations, it was decided to use an accuracy of the ma-
nometer of60.093 Pa~60.000375 inches of water!. For the ex-
periments performed at simulated elevated altitude conditions
the accuracy of the monometer was61.24 Pa~60.005 inches of
water!.

The accuracy of the air flowmeter was reported by the manu-
facturer as61% of the measurement. The value ofDP/(0.5rV2)
or K is affected very little by the accuracy of the thermocouples,
the barometric pressure, and the pressure measured at the flow-
meter. The accuracy of these devices is more than adequate for the
experiments performed.

The valueDP/(0.5rV2) or K is very sensitive to the accuracy
of the pressure drop measurement. Pressure drop is very low
through relatively short rectangular ducts. The uncertainty of the
manometer can be as large as 10% of the total pressure drop
measurement. To decrease the significance of one pressure drop

measurement, for each experimental data point at sea level condi-
tions, the pressure drop was measured five times and the average
pressure drop was used. There were many data points collected for
each heat exchanger at isothermal conditions to assure that the
measurements were repeatable.

DP/(0.5rV2) or K is somewhat sensitive to the measurement
of the volumetric flow rate of air, used to calculate an average
velocity through each rectangular duct. When pressure drop
measurements were being made, the volumetric flow rate was
recorded every four seconds for approximately a two-minute
interval. The average volumetric flow rate from the two-minute
interval was used to calculate the average velocity through
each rectangular duct of the heat exchanger that was being
tested.

The accuracy ofDP/(0.5rV2) or K was determined for each
experimental data point by using Eq.~14!. The confidence inter-
vals are shown in Figs. 3–6 forDP/(0.5rV2) and Figs. 7–9 for
K. The confidence intervals ofDP/(0.5rV2) become significantly
larger at larger values ofx1 due to the smaller pressure drop
measured from the experiment. The confidence intervals become
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large for the values ofK for the experiments at simulated elevated
altitudes but there is good correlation between much of the data
and correct trends in the data can be seen.

A typical example given of the accuracy of the pressure drop
experiment performed at sea level with the heat exchanger made
with rectangular ducts with an aspect ratio of 1/9. The flow rate of
this particular experiment resulted in a Reynolds number of 348.
For this experiment the nominal value ofK was 0.244 and the
accuracy calculated was60.139. The accuracy of the manometer
measuring the pressure drop accounted for 78% of the total accu-
racy of K.

The confidence intervals shown for the Nusselt numbers in
Figs. 10–13 were calculated using an equation in the same form
as Eq.~14!; the equation used the accuracy of the thermocouples
measuring the inlet and exit temperatures of the air and the water,
and the flowmeters measuring the air and water flow rates.

Conclusions
The additional pressure drop due to the developing boundary

layers was calculated for ducts of different aspect ratios. Also, the
length of the region where the boundary layers are developing was
determined for ducts of specific aspect ratios and a curve fit was
obtained that calculatedK at any location in the developing region
of a rectangular duct. Values ofK were comparable at the same
nondimensional length for the experiments performed at simu-
lated elevated altitudes and sea level; therefore, heat exchangers
can be tested at sea level conditions to determine the pressure
drop at elevated altitudes.

The average Nusselt number was predicted by the aspect ratio
of the duct and the nondimensional thermal length; the increase in
the average Nusselt number was noticeable at small nondimen-
sional thermal lengths, which is attributed to the boundary layers
developing in a significant portion of the rectangular duct. The
average Nusselt number of the air decreased below the theoretical
fully developed values at experiments performed at larger nondi-
mensional lengths for aspect ratios of 1/9, and 1/15. This decrease
may be partially attributed to axial conduction occurring and the
difference in geometry between many ducts of a heat exchanger
and a single rectangular duct.
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Nomenclature

Acd 5 cross-sectional area of a duct
Ac f 5 cross-sectional area of a fin
Af 5 surface area of fins

Af f 5 free flow area5Whfs/(t1s)@H/(hf ,11hf ,2)#
As 5 total surface area
cp 5 specific heat
C 5 constant of friction factor for fully developed laminar

flow
C1 5 constant of the curve fit of Eq.~12!
Dh 5 hydraulic diameter54Acd /pw54hfs/(2(hf1s))

F 5 factor to account for cross flow
f f d 5 fanning friction factor in the fully developed region

havg 5 heat transfer coefficient
hf 5 height of rectangular fins
H 5 total height of heat exchanger
k 5 conductivity

Kc 5 contraction loss coefficient
Ke 5 expansion loss coefficient
K 5 coefficient for calculating additional pressure drop

due to the developing boundary layers

K(`) 5 constant value ofK, x1>Lhy
1

l 5 one-half the height of a fin
L 5 flow length of rectangular duct

Lhy
1 5 nondimensional entrance length
m 5 parameter to calculate fin efficiency

Nuavg 5 Nusselt number5havgDh /k
pf 5 perimeter of fin
pw 5 wetted perimeter of duct

DP 5 static pressure drop
P 5 static pressure of air

Pe 5 Peclet number5Re*Pr
Pr 5 Prandtl number5cpm/k
Q̇ 5 total rate of heat transferred
R 5 correlation coefficient

Re 5 Reynolds number5rVDh /m
s 5 spacing of rectangular fins
T 5 temperature
t 5 thickness of rectangular fins

UA 5 overall heat transfer coefficient times area
uo 5 centerline velocity
u` 5 fully developed centerline velocity
V 5 average air velocity through a rectangular duct
W 5 width of rectangular fin section
x 5 length along a rectangular duct

x1 5 nondimensional length5x/(Dh Re)
x* 5 nondimensional thermal length5x/(Dh Re Pr)

Greek Letters

a 5 aspect ratio5s/hf , 0<a<1
h f 5 fin efficiency
ho 5 overall surface efficiency
m 5 viscosity
r 5 density
s 5 porosity5Af f /(W* H)

Subscripts

a 5 air
avg 5 average

f 5 fin
fm 5 flowmeter

i 5 inlet
lm 5 log-mean average
o 5 outlet
p 5 plate
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Parallel Particle Simulation of the
Near-Continuum Hypersonic
Flows Over Compression Ramps
This paper describes the analysis of the near-continuum hypersonic flow over a compres-
sion ramp using the two-dimensional parallel direct simulation Monte Carlo (DSMC)
method. Unstructured and triangular solution-based adaptive mesh depending on the
local mean free path is used to improve the resolution of solution for the flow field with
highly varying properties. In addition, a freestream parameter is defined to help reduced
the cell numbers in the freestream area, resulting in appreciable decrease of the compu-
tational time (20–30%) without sacrificing the accuracy of the solution. The two-step
multilevel graph partition technique is used for physical domain decomposition, employ-
ing estimated particle number distribution in each cell as the graph vertex weight. 32
IBM-SP2 processors are used throughout the study unless otherwise specified. The Effect
of the outflow vacuum boundary condition, compression ramp angle, freestream condi-
tion, and length of the ramp to the flow field are investigated. Computational results are
compared with previous numerical results whenever available.
@DOI: 10.1115/1.1523068#

Introduction
Due to the complicated physical features possessed by hyper-

sonic compression ramp flow and its importance to the design of
hypersonic vehicles, it has been studied extensively in the past,
@1–6#. Details of the general physics can be found in Refs.@1–6#
and references cited therein. Several points, however, are worthy
of mentioning here. First, the tip flows are in strong nonequilib-
rium and hence continuum assumption breaks down in this re-
gime, where the Navier-Stokes equation fails to approximate the
flow features. Second, most flows relevant to hypersonic vehicles
are in the range of transition to near-continuum, thus the direct
simulation Monte Carlo method~DSMC!, @7#, is well-suited to
study this complicated flow field, although the computational cost
is extremely high in the near-continuum regime. Third, the flow
possesses very complicated physical features involving highly
varying flow properties, which are very difficult to resolve using
nonadaptive mesh.

In order to well resolve the complicated flow features of a com-
pression ramp using the DSMC method, two issues are required to
handle it properly. First, the distribution of computational cells
should be adapted to the variation of the flow properties. Hence,
solution-based adaptive mesh is generally required. In traditional
computational fluid dynamics~CFD!, unstructured mesh rather
than structured mesh is more flexible for the purpose of mesh
adaptation. The same applies to the DSMC method. There were,
however, relatively few studies developed along this line,@8,9#, in
the DSMC community. Robinson@8# first applied the re-meshing
technique to adapt the unstructured mesh, then Wu et al.@9# ap-
plied the mesh-embedding scheme instead to adapt the unstruc-
tured mesh. Second, due to the high computational cost of the
DSMC simulation, especially in the near-continuum regime, par-
allel processing is highly expected. Fortunately, DSMC is readily
paralleled using domain decomposition due to its particle nature
and high locality due to assumed binary collisions. Detailed
reviews of parallel processing of DSMC can be found in Refs.
@8,10#, which will not be repeated here for brevity.

As mentioned earlier, the hypersonic flow over a compression
ramp involves rather complicated flow phenomena with highly
varying flow properties. Hence, integration of parallel processing
and unstructured adaptive mesh is highly expected to accelerate
the computational speed to an acceptable level as well as to im-
prove the resolution.

Therefore, the specific objectives of the current study are

1. to integrate the previously developed DSMC method using
unstructured adaptive mesh,@9#, and the parallel DSMC
method,@10#, using unstructured mesh;

2. to apply this method to compute a hypersonic compression
ramp flow and compare the results with those of Moss et al.
@6#; and

3. to study the effects of ramp angles, free-stream conditions,
outflow vacuum boundary conditions, and ramp length on
the flow properties, including pressure, shear stress, and heat
transfer coefficients.

The paper begins with descriptions of numerical methods. Re-
sults of short compression are compared to those of Moss et al.
@6# and different effects on surface properties are discussed in
turn.

Numerical Method and Procedures

Parallel Direct Simulation Monte Carlo „DSMC… Method.
The DSMC algorithm is readily parallelized through the physical
domain decomposition as mentioned previously. The cells of the
computational grid are distributed among the processors. Each
processor executes the DSMC algorithm in serial for all particles
and cells in its own domain. Parallel communication occurs when
particles cross the domain~processor! boundaries and then par-
ticle data are transferred between processors. Figure 1 shows a
simplified flow chart of the parallel DSMC method proposed in
the current study. Note that CPUs are numbered from 0 to np-1 in
the figure.

In this method, an approach of handling the cell related data is
proposed. An unstructured triangular mesh is first constructed us-
ing the advancing front method by a commercial code, Hyper-
Mesh™,@11#. Then, a preprocessor~or ‘‘converter’’! is designed
to convert the unstructured mesh data into theglobally sequential
but locally unstructuredmesh data for each processor in confor-
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mation with the partitioning information from graph partitioner
~e.g., JOSTLE@12#!, as schematically presented in Fig. 2. In each
processor, the cell numbering is unordered~unstructured!, but the
starting~and ending! cell number increases sequentially with the
processor number. We term this as ‘‘globally sequential but locally
unstructured.’’ Thus, in each processor the memory is only needed
to record the starting and ending cell numbers. This simple con-
version dramatically reduces the memory cost otherwise required
for storing the mapping between the local cell number in each
processor and the global cell number in the computational domain
if unstructured cells are used,@10#. The resulting mesh data is then
imported into the parallel DSMC code.

After reading the mesh data on a master processor~cpu 0!, the
mesh data are then distributed to all other processors according to
the designated domain decomposition. All the particles in each
processor then start to move as in sequential DSMC algorithm.

The particle related data are sent to a buffer and are numbered
sequentially when hitting the inter-processor boundary~IPB! dur-
ing its journey within a simulation time-step. After all the particles
in a processor are moved, the destination processor for each par-
ticle in the buffer is identified via a simple arithmetic computa-
tion, owing to the previously mentioned approach for cell num-
bering, and the transferred data are then packed into arrays.
Considering communication efficiency, the packed arrays are sent
as a whole to its surrounding processors, in turn based on the
tagged numbers recorded earlier. Once a processor sends out all
the packed arrays, it waits to receive the packed arrays from its
surrounding processors in turn. This ‘‘send’’ and ‘‘receive’’ opera-
tion serves practically as a synchronization step during each simu-
lation time-step. Received particle data are then unpacked and
each particle continues to finish its journey for the remaining

Fig. 1 Flow chart of the parallel DSMC method

182 Õ Vol. 125, JANUARY 2003 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.152. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



time-step. The above procedures are repeated twice since there
might be some particles crossing the IPB twice during a simula-
tion time-step.

After all particles on each processors have come to their final
destinations at the end of a time-step, the program then carries out
the indexing of all particles and the collisions of particles in each

computational cell in each processor as usual in a sequential
DSMC code. The particles in each cell are then sampled at the
appropriate time as specified.

The current parallel code, in SPMD~single program multiple
data! paradigm, is implemented on the IBM-SP2 machines~dis-
tributed memory system! using the message passing interface
~MPI! to exchange information between processors. It is thus es-
sentially no code modification required to adapt to other parallel
machines~e.g., IBM-SMP, PC-clusters! with a similar distributed
memory system once they use the same MPI libraries for data
communication.

The DSMC Method With Mesh Adaptation. All mesh ad-
aptation methods need some means to detect the requirement of
local mesh refinement to better resolve the features in the flow
fields and hence to achieve more accurate numerical solutions.
This also applies to DSMC. It is important for the adaptation
parameters to detect a variety of flow features but does not cost
too much computationally. Often the gradient of the properties,
such as pressure, density, or velocity, is used as the adaptation
parameter to detect rapid changes of the flow-field solution in
traditional CFD. However, by considering the statistical nature of

Fig. 3 Mesh refinement scheme for unstructured triangular
mesh

Fig. 4 Sketch of the two-dimensional hypersonic compression
corner flow

Fig. 2 Cell renumbering scheme in the parallel DSMC method
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the DSMC method, density is adopted instead as the adaptation
parameter in the current study. Using density as the adaptation
parameter in DSMC is justified since it is generally required that
the cell size be much smaller than the local mean free path to
better resolve the flow features as advocated by Bird@7#. To use
the density as an adaptation parameter, a local cell Knudsen num-
ber is defined as

Knc5
lc

AAc

, (1)

wherelc is the local cell mean free path based on VHS model and
Ac is the magnitude of the local cell area. When the mesh adap-
tation module is initiated, the local Knudsen number at each cell is
computed and compared with a preset value, Kncc . If this value is
less than the preset value, then mesh refinement is required. If not,
check the next cell until all cells are checked. This adaptation
parameter is expected to be most stringent on mesh refinement
~more cells are added!; hence, the impact to the DSMC computa-
tional cost might be high, but it is required to obtain an accurate
solution.

Considering the practical applications of mesh adaptation in
external flows, we have added another constraint,f>f0 , in ad-
dition to the constraint of the local cell Knudsen number. Note
that the freestream parameter,f, is defined as

f5
r

r`
, (2)

wheref0 is a preset value. Not only does the above constraint
helps to reduce the total refined cell numbers to an acceptable
level by reducing the cell numbers in the freestream region a great
deal, but it also reduces the total computational time up to 30%.

Two general rules of mesh adaptation are described as follows:
~1! Isotropic mesh refinement is employed for those cells which

flag for mesh refinement. A new node is added on each edge~face!
of a parent celland connecting them to form fourchild cells. In
general, this will create one to three hanging nodes in the nonre-
fined interfacial cell, which is next to the isotropically refined cell.
Existence of hanging node~s! not only complicates the particle

movement, but also increases the cost of the cell-by-cell particle
tracing due to the increase of face numbers. Hence, a remedy is
proposed as follows in item~2!.

~2! Anisotropic mesh refinement is utilized in the (interfacial)
cells next to those cells have just been isotropically refined. Tri-
angular child cells are formed no matter how many hanging nodes
exist. Typical methods of interfacial mesh refinement in the trian-
gular cells are schematically shown in Fig. 3.

The mesh adaptation procedures are performed using a serial
DSMC code using very few particles~,1%!. As a rule of thumb,
about 10,000 particles sampled in a cell are considered enough for
the mesh adaptation purpose. The mesh adaptation module is ini-
tiated and checks through all the cells to determine if mesh en-
richment is required based on the specific adaptation parameter,
which was explained previously. If mesh enrichment is conducted,
associated neighbor identifying arrays are updated or created, co-
ordinates and number of faces for new cells are recorded, and
sampled data on the coarseparent cellare redistributed~based on
the magnitude of cell area! to the finerchild cellsaccordingly. The
above procedures are repeated until the prescribed maximum
number of adaptation levels has been reached or no mesh enrich-
ment is required for all the cells in the computational domain.
Finally the adaptive mesh due to the above procedures is output-
ted as the computational cells for further parallel DSMC process-
ing. In summary, output adaptive mesh and density distribution is
then used as the information for domain decomposition using the
graph partitioner, JOSTLE,@12#. Finally, the previously developed
parallel DSMC code,@10#, is then utilized for computation.

Results and Discussion
Figure 4 illustrates the sketch of a hypersonic flow over a com-

pression ramp as previously simulated by Moss et al.@6#. Current
flow conditions are summarized in Table 1, where cases 1–4 (xc
571.4 mm, xr531.55 mm) corresponds to those simulated in
Moss et al.@6# except for case 5 (xc571.4 mm, xr571.4 mm)
with a longer ramp. For completeness, they are briefly described
here as follows: VHS nitrogen gas, freestream Mach number
M`518.9;24.3, freestream density r`55.14E-5
;39.12E-5 Kg/m3, freestream temperatureT`58.3;15.6 K, and
a fully thermally accommodated and diffusive flat and ramp wall

Fig. 5 Unstructured adaptive mesh for case 5 „x rÄ71.4 mm,
bÄ25 deg … „163,658 cells, 3 levels of mesh adaptation …

Fig. 6 Multilevel graph partition for case 5 „x rÄ71.4 mm,
bÄ25 deg … „32 CPUs…

Table 1 Flow conditions of simulation

xc571.4 mm

Case
xr

~mm!
r`x1025

(Kg/m3 !
V`

~m/s!
T`
~K!

Tw
~K!

M`
~–!

l`
~mm!

Kn`
~–!

Rè
~–!

1 31.55 5.14 1340 8.3 383 22.8 0.475 0.0066 3938.66
2 31.55 10.72 1452 8.6 394 24.3 0.230 0.0032 8670.23
3 31.55 18.09 1448 14.1 340 18.9 0.154 0.0022 10120.06
4 31.55 39.12 1740 15.6 341 21.6 0.073 0.0010 24402.49
5 71.4 39.12 1740 15.6 341 21.6 0.073 0.0010 24402.49
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with Tw5340;394 K. The resulting Knudsen numbers and Rey-
nolds numbers based onxc are in the range of 0.0010–0.0066 and
3938.66–24402.49, respectively. Temperature-dependent rota-
tional energy exchange model of Parker@7# is used to model the
diatomic nitrogen gas. Vibration energy transfer is neglected due
to the low temperature involved. Typical particle numbers and cell
numbers are in the range of 0.8–8 million and 19,000–250,000,
respectively, depending upon the rarefaction of the problem. Ad-
ditionally, f0 is normally set to 1.03 unless otherwise specified.
Typical adaptive mesh distribution is shown in Fig. 5 for the case
5 at ramp angle of 25 deg~163,658 cells!. Corresponding distri-
bution for domain decomposition using the graph-partitioning
technique is illustrated in Fig. 6. Note that the size of each sub-
domain is obviously different due to the variations of estimated

Fig. 7 Pressure coefficient distribution along the solid wall for
bÄ15 deg, 25 deg, and 35 deg „case 1, Kn `Ä0.0066…

Fig. 8 Shear stress coefficient distribution along the solid wall
for bÄ15 deg, 25 deg, and 35 deg „case 1, Kn `Ä0.0066…

Fig. 9 Heat transfer coefficient distribution along the solid
wall for bÄ15 deg, 25 deg, and 35 deg „case 1, Kn `Ä0.0066…

Fig. 10 Density contours at different freestream Knudsen
number for bÄ15 deg „a… Kn`Ä0.0066; „b… Kn`Ä0.0032; „c…
Kn`Ä0.0022; „d… Kn`Ä0.0010
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density distribution~or equivalently computational load! in the
computational domain. Note that 32 IBM-SP2 processors are used
throughout the current study unless otherwise specified.

Verification of the Present Implementation. In Moss et al.
@6#, the outflow vacuum condition was placed right at the end of
the ramp instead of the current position as shown in Fig. 4. It was,
however, problematic since previous results showed a large circu-
lation bubble formed at the compression corner for a large ramp
angle with the flow reattached near the end of the ramp. This
might cause subsonic outflow~or even reversed flow! near the end
of the ramp wall, which renders the vacuum outflow conditions
unphysical. In the current study, we have moved the outflow
vacuum boundary condition further downstream to the wake re-
gion as shown in Fig. 4, which coincides more with the experi-
mental conditions,@6#.

Figures 7, 8, and 9 illustrate the pressure, shear stress, and heat
transfer coefficient distribution, respectively, along the solid wall
for case 1~the most rarefied case in Table I with a short ramp! at
three different ramp angles~15 deg, 25 deg, and 35 deg!. Detailed
discussion on the physics of the flow field is relatively brief since
it can be found in Moss et al.@6#. As shown in Fig. 7, the pressure
distribution generally increases with the distance from the leading
edge, reaches a maximum value 0.077 at approximately the posi-
tion of x520 mm, and then decreases to some value before the
ramp corner, depending upon the ramp angle. Pressure increases

appreciably starting from the corner region due to the existence of
ramp, especially for the 35 deg case. For the cases considered, the
data generally coincide very well with those of Moss et al.@6#
except at the end of the ramp for the 35 deg case, due to the
position of outflow vacuum condition. Current prediction shows
that strong expansion occurs in this regime for the 35 deg case,
which will be shown later. This is reasonable since the flow close
to the end of the ramp wall is slowed down most due to the large
angle of the ramp corner although no reverse flows occur. The
placement of the outflow vacuum boundary condition in Ref.@6#
will prevent the flow from expanding at this regime. In addition,
shear stress and heat transfer coefficient distributions for all three
ramp angles~Fig. 8! along the solid wall agree reasonably well
with those of Moss et al.@6#. The current cell numbers for this
case is on the order of 20,000, which is larger than that used by
Moss et al.@6# ~'7,000!. But the distribution of cells is definitely
better due to the solution-based adaptive mesh. Also the particle
numbers is about 0.8–2 million that is much larger than that
~'0.1–0.2 million! used in Ref.@6#. This represents that the cur-
rent parallel DSMC simulation using unstructured adaptive mesh
is at least as accurate as~or may be more accurate than! previous
simulation study for the most rarefied case.

Fig. 11 Streamline contours at different freestream Knudsen
number for bÄ15 deg „a… Kn`Ä0.0066; „b… Kn`Ä0.0032; „c…
Kn`Ä0.0022; „d… Kn`Ä0.0010 Fig. 12 Density contours at different freestream Knudsen

number for bÄ35 deg „a… Kn`Ä0.0066; „b… Kn`Ä0.0032; „c…
Kn`Ä0.0022; „d… Kn`Ä0.0010
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Effects of Freestream Rarefaction and Ramp Angle. Ef-
fects of rarefaction for the short ramp can be clearly demonstrated
in Figs. 10, 11~15 deg! and Figs. 12, 13~35 deg!. In Figs. 11~a!–
11~d! ~b515 deg, density distribution!, the density gradient across
the leading-edge shock increases with decreasing freestream rar-
efaction. In addition, rarefied region above the flat-plate increases
with decreasing freestream rarefaction as well. In addition, strong
gas expansion occurs at the end of the ramp wall, which causes
the pressure to decrease as shown earlier in Fig. 7. Because of the
short ramp length considered, the oblique shock due to compres-
sion corner is not very clearly formed even in the case of the
densest flow~Fig. 11~d!!. No separation bubble can be identified
for all the cases considered with ramp angle of 15 deg~Figs.
11~a!–11~d!, streamline contour!. From Figs. 11~b!–11~d!, the
leading-edge shock extends over the ramp due to the very blur
~weak! oblique shock. Additionally, the strength of the leading-
edge shock increases with decreasing rarefaction as expected.

In Figs. 12~a!–12~d! ~b535 deg, density distribution!, physical
trend for density distribution is similar to those of 15 deg as
shown in Fig. 10. There is, however, one distinct feature caused
by the large ramp angle. Density in the corner region is more
uniform than that of 15 deg case as compared with Figs. 10~a!–
10~d!. This is caused by the circulation bubble formed in the com-

pression corner as shown in Figs. 13~a!–13~d! for lower
freestream rarefaction cases. In addition, the gas expansion at the
end of the ramp wall is more obvious as compared with that of the
15 deg case, which is expected due to the adverse pressure gradi-
ent along the ramp caused by the large ramp angle. From both
Figs. 12 and 13, the leading-edge shock is deflected upwards and
mingled with oblique shock~due to the corner! at the end of the
ramp due to the large ramp angle. Note that the oblique shock due
to the ramp corner is not very clear because of the short ramp. In
addition, the size of the separation bubble increases with decreas-
ing rarefaction. The separation bubble even extends over 1/3 up-
stream of the flat-plate length and almost covers the entire ramp

Fig. 13 Streamline contours at different freestream Knudsen
number for bÄ35 deg „a… Kn`Ä0.0066; „b… Kn`Ä0.0032; „c…
Kn`Ä0.0022; „d… Kn`Ä0.0010

Fig. 14 Pressure coefficient distribution along the solid wall
for bÄ15 deg, 25 deg, and 35 deg „case 4, Kn `Ä0.0010…

Fig. 15 Density and streamline contours at bÄ35 deg „long
ramp, case 5, Kn `Ä0.0010…
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wall. This definitely will dramatically change the surface proper-
ties as can be seen, for example, in Fig. 14, where the pressure
coefficient is much higher in the corner region for theb535 deg
case as compared with the other two cases~b515 deg and 25
deg!.

Generally speaking, the strength of leading-edge shock, gas ex-
pansion at the end of the ramp, as well as the separation bubbles
size in the corner increases with decreasing rarefaction.

Effects of Length of the Ramp. Effects of the ramp length
on the flow structure can be illustrated in Fig. 15, where Kn`
50.001 ~case 5,xr571.4 mm,b535 deg! which is in the near-
continuum regime. The formation of the strong oblique shock is
very clear at the later portion of the ramp due to the longer ramp
considered. For the short ramp case at the same angle~Fig. 12~d!!,
the oblique shock is comparably blurred due to the short ramp. In
addition, the gas expansion fan the corner of the ramp~to the
wake region! is clearly seen because of the formation of the strong
oblique shock. A well-known neck region is clearly formed along
the ramp wall. Comparing Fig. 15~b! and Fig. 13~d!, we can see
that the circulation bubble is larger because of the long ramp.
Hence, the rarefied region above the flat-plate~as compared with
the freestream value! becomes smaller due to the large circulation
bubble. The nature of the interaction among the leading-edge
shock, the viscous boundary layer along the solid wall and the
oblique shock is rather complicated. The related discussion can be
found in Robinson@8# and are skipped here.

Conclusions
A two-dimensional parallel DSMC method using unstructured

solution-based adaptive mesh has been developed. Simulated data
of a hypersonic flow over a compression ramp at a most rarefied
condition are used to compare with previous reported results. It is
then applied to simulate similar flow to study the effects of the
freestream rarefaction, ramp angle, and the effects of the ramp
length. This study shows that simulation of near-continuum flow
using the DSMC method is possible using parallel processing.
Future work considering dynamic load balancing during simula-
tion for parallel DSMC is in progress and will be reported
elsewhere.
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Nomenclature

a` 5 freestream sound speed
Cw 5 shear stress coefficient, 2tw /r`V`

2

Cp 5 pressure coefficient, 2pw /r`V`
2

Ch 5 heat transfer coefficient, 2qw /r`V`
3

Kn` 5 freestream Knudsen number,l` /xc
M` 5 freestream Mach number,U` /a`

p 5 pressure
q 5 heat transfer rate

Rè ,x 5 local Reynolds number,r`V`x/m`
T 5 temperature

Ttr 5 translational temperature
U` 5 freestream velocity
xc 5 distance from leading edge to the ramp corner
xr 5 ramp length
b 5 ramp angle

l` 5 mean-free path in freestream
m 5 viscosity
r 5 density
t 5 shear stress

Subscripts

c 5 corner
ref 5 reference condition
w 5 wall
` 5 free-stream condition
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Introduction
The equations used to calculate the discharge coefficient for an

orifice flow meter are complex and dependent upon the Reynolds
number, pipe diameter, and orifice diameter. The general equation
for the mass flow rate calculation given the discharge coefficient
for an orifice flow meter is presented as follows:

ṁ5
Cd

A12b4
Y

p

4
b2D2A2rDP (1)

whereṁ is the mass flow rate,Cd is the discharge coefficient,b is
the ratio of the orifice diameter to pipe diameter,Y is the expan-
sion factor,D is the pipe diameter,r is the fluid density, andDP
is the pressure drop across the orifice plate. The discharge coeffi-
cient, Cd , as a function of the Reynolds number andb ratio for
flange pressure taps, is shown in Fig. 1. These data represent the
well-conditioned flow data set contained inGRI/NIST Orifice
Meter Discharge Coefficient Database, Version 1.0by Scott,
Brennan, and Blakeslee@1# which represent the majority of the
data used in the establishment of the ANSI/API 2530,@2#, orifice
standard. The criteria for well-conditioned flow used are piping
configurations, as described in the database, that will produce well
conditioned flow according to ANSI/API 2530,@2#. Secondly, the
discharge coefficient calculated according to ANSI/API 2530,@2#
~contained in the GRI/NIST database! differ from the measured
discharge coefficient by less than 0.5% was considered well con-
ditioned flow. Any data which were over 0.5% different from the
ANSI/API 2530 calculated value were discarded. These data were
obtained for flows using nitrogen, air, water, gas-oil, and natural
gas for b ratios from 0.10 to 0.75 for flange tap orifice flow
meters. The discharge coefficient was calculated directly from

data recorded in the following laboratories: British Gas, CEESI,
Delft Hydraulics Lab, Gasunie, NEL, NIST-Boulder, NIST-
Gaithersburg, and Southwest Research Institute. As the figure il-
lustrates, the discharge coefficient varies significantly withb ratio
and Reynolds number. Some of the data spread within a givenb
ratio is due to pipe diameter effects.

New Analysis
During the analysis of two-phase flow, there arose a need to

re-examine the basic assumption of representing the discharge co-
efficient as a function of pipe diameter,b ratio, and Reynolds
number. Following the technique of nondimensionalizing the
equation governing the specific flow condition under study, the
orifice flow equation, Eq.~1!, was examined. The generalized
mass flow rate equation can be rearranged using the definition of
the Euler number which results in the following equation:

CdYAEu
b2

A12b4
51 where Eu5

DP

1/2 rU2 . (2)

Sometimes the Euler number does not include the half-term. This
analysis states that the important nondimensional parameter is the
Euler number, not the Reynolds number. If true, the viscosity of
the fluid will no longer enter into the calculation of the flow rate.
This will increase the accuracy of the flow rate calculation by
deleting the uncertainty in the viscosity term. The calculation of
Cd will also be simplified since one of the fluid properties is no
longer needed.

Analyzing Eq.~2! with emphasis on how the equation can be
used to interpret measurements from obstruction flow meters to
yield mass flow rate the following observations are made. The

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
January 29, 2002; revised manuscript received June 17, 2002. Associate Editor: S. L.
Ceccio.

Fig. 1 Discharge coefficient from GRI ÕNIST database, †1‡, as a
function of b ratio and Reynolds number
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current standard expresses the expansion factor~Y! as a function
of the absolute static pressure in the pipe, the pressure drop across
the orifice plate,DP, the b ratio, and the ratio of specific heats.
Thus, the expansion factor is calculated from the known geometry
of the orifice run and properties measured in the orifice run and
will be considered a known quantity. Assuming the density of the
fluid is known, as is currently done for orifice flow meters, the
Euler number has only one unknown in it, the velocity of the fluid,
U, sinceDP is measured. This leaves as the only unknowns in Eq.
~2! the bulk averaged velocity,U, and the discharge coefficient,
Cd . If the discharge coefficient can be expressed in terms of the
Euler number, there will be one equation with one unknown,U.

Pursuing the goal of representingCd as a function of Euler
number, the GRI/NIST database was used to evaluate various
schemes. The Euler number was calculated by using the standard
mass flow Eq.~1! along with the other data listed in the database
to calculate the mass flow rate. From this, the bulk averaged ve-
locity in the pipe,U, was calculated. This value ofU, along with
the tabulated values ofDP and density, were used to calculate the
Euler number. Figure 2 illustrates the results of this endeavor
where the discharge coefficient is plotted as a function of the
Euler number for various ranges ofb ratio. These data show that
there is a relationship betweenb ratio and Euler number which is
expected since smallerb ratios produce larger values ofDP for a
fixed value of mass flow rate and density. However, within a given
b ratio, there is a large variation in discharge coefficient at a given
Euler number.

Continued analysis of the data determined that if the ratio of the
discharge coefficient to Euler number is plotted as a function of
1/(Eu b1.325), a reasonable collapse of the data is obtained as
shown in Fig. 3. There is some spread in the data for the higherb
ratio data. Substituting the flow coefficient,K5Cd /A12b4, for
the discharge coefficient, and including the expansion factor,Y,
Fig. 4 is obtained. This shows a very good collapse of the data
onto a single common curve. This graph includes 9645 data points
recorded at eight different installations, for five fluids, in pipes
from 50 mm~2 in.! to 600 mm~24 in.! diameter andb ratios from
0.10 to 0.75. These data follow a single curve very closely and
exhibit a smooth trend with KY/Eu increasing monotonically with
1/(Eub1.325). Comparing Figs. 1 and 4 it is easy to see that a
simple curve fit is possible for the data in Fig. 4 while the spread
in data in Fig. 1 eliminates the possibility of a simple curve fit in
terms of Reynolds number.

Figure 4 shows that this new discharge coefficient dependency
representation does not depend upon pipe diameter or fluid vis-

Fig. 2 Discharge coefficient as a function of b ratio and Euler
number. Data from GRI ÕNIST database, †1‡.

Fig. 3 Ratio of discharge coefficient to Euler number as a
function of Euler number and b ratio. Data from GRI ÕNIST data-
base, †1‡.

Fig. 4 Ratio of the product of flow coefficient and expansion
factor to Euler number as a function of Euoer number and b
ratio. Data from GRI ÕNIST database, †1‡.

Fig. 5 Accuracy of ANSI ÕAPI 2530, †2‡, and Euler number
method
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cosity ~the Reynolds number has been eliminated!. The simple
functional representation of this relationship will reduce the over-
all uncertainty of the measured mass flow rate. Additional in-
creases in flow rate calculation accuracy are possible since the
uncertainty of viscosity has been eliminated from the calculations.
One other advantage of the new relationship is the reduction of
the computational capability of flow computers required to calcu-
late mass flow rates.

Results—Application of New Analysis
Figure 5 shows the error distribution for the ANSI/API 2530

calculated discharge coefficient. The percent difference between
the ANSI/API 2530 calculated value and the measured discharge
coefficient has a mean value of20.0045% with a standard devia-
tion of 0.1970% for the 9645 data points considered. Utilizing
Fig. 4, the discharge coefficient was calculated from the flow co-
efficient as a function ofb ratio and Euler number. The percent
error histogram for these data are also shown in Fig. 5. The mean
is 0.0014% with a standard deviation of 0.2077%. In essence, both
the ANSI/API 2530 and the Euler number technique produce the
same result.

Conclusions
The accuracy of the ANSI/API 2530 discharge coefficient equa-

tion and the Euler-based discharge coefficient equation are essen-
tially the same. However, there are some advantages of the Euler-
based equation including the possibility of more accurate
discharge coefficients when used in the field. The increased accu-
racy comes about by the elimination of fluid viscosity as an input
parameter. This will reduce the uncertainty of the calculated dis-
charge coefficient since there is some uncertainty in the viscosity
value which propagates into an increase in the discharge coeffi-
cient calculation. Another advantage is the simplicity of the rela-
tionship between discharge coefficient,b ratio, and Euler number.
For a given geometry of the obstruction flow meter~i.e., pipe
diameter andb ratio being known!, Eq. ~2! states that the only
unknowns are the discharge coefficient, expansion factor, and Eu-
ler number. Figure 4 effectively states that the product of the flow
coefficient and expansion factor are known as a function of Euler
number andb ratio, hence, the discharge coefficient is known.
The only unknown in Eq. ~2! is the Euler number, Eu
52DP/rU2. The pressure differential,DP, is directly measured.
This leaves two unknown parameters, the fluid velocity and den-
sity. If the meter is treated as an ordinary obstruction flow meter,
then the density is specified based upon pressure and temperature
measurements of the fluid. The fluid velocity is then calculated.
An interesting second possibility is the combination of an obstruc-
tion flow meter with a volumetric flow meter such as a turbine
meter, vortex shedding meter, or ultrasonic flow meter. The volu-
metric flow meter will provide the fluid velocity and then the
obstruction flow meter can be used as a densitometer to determine
the density of the fluid.
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Nonlinear relationships of two-phase Reynolds stresses with the
strain rates together with the transport equations of gas and par-
ticle turbulent kinetic energy and the two-phase correlation tur-
bulent kinetic energy are proposed as the nonlinear k-«-kp turbu-
lence model. The proposed model is applied to simulate swirling
gas-particle flows. The predicted two-phase time-averaged veloci-
ties and Reynolds stresses are compared with the PDPA measure-
ments and those predicted using the second-order moment model.
The results indicate that the nonlinear k-«-kp model has the mod-
eling capability near to that of the second-order moment model,
but the former can save much computation time than the latter.
@DOI: 10.1115/1.1522414#

1 Introduction
The two-phase turbulence model is the key problem for devel-

oping two-fluid models of turbulent gas-particle flows. Several
years ago, we proposed the two-phase Reynolds stress or unified
second-order moment~USM! and k-«-kp models,@1#, based on
Reynolds time averaging. The particle Reynolds~kinetic! stress
models have also been developed by Simonin@2# and Zaichik@3#
based on PDF approaches. It has been found that the conventional
or linear k-«-kp model is rather simple and can well simulate
nonswirling and weakly swirling gas-particle flows. However, for
strongly swirling flows the USM model is better,@4#, but the USM
model is rather complex and is not convenient for engineering
application. A best compromise between the reasonability and
simplicity is either an implicit algebraic two-phase Reynolds
stress model, or a nonlineark-«-kp two-phase turbulence model.
Since the implicit algebraic Reynolds stress models frequently
cause some divergence problem due to lack of diffusion terms in
the momentum equation, particularly in three-dimensional flows,
a nonlineark-«-kp two-phase turbulence model, i.e. an explicit
algebraic stress model, is preferred. This is because the momen-
tum equations andk, «, kp equations have the same form for both
linear and nonlineark-«-kp models, so it is easier to get the con-
vergent results.

Recently, remarkable strides have been made in developing the
nonlinear stress-straink-« models for single-phase flows,@5#. In
the nonlinear stress-strain model, the equivalent eddy viscosity is
anisotropic. The nonlineark-« model has been validated in simple
flows and applied to simulate complex flows. The comparison
with experiments shows that this model does make significant
improvement over the standard isotropick-« model and this
model is almost as economical as the lineark-« model is. For
turbulent gas-particle flows, a nonlineark-«-kp two-phase turbu-
lence model is proposed in this paper. Nonlinear relationships of
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two-phase Reynolds stresses and two-phase fluctuation velocity
correlations with the strain rates are derived from the algebraic
two-phase Reynolds stress expressions. The nonlineark-«-kp
model is applied to simulate swirling gas-particle flows. The com-
parison is made between the predictions using the nonlinear
k-«-kp , USM models and the PDPA measurement data to access
the proposed model.

2 A Nonlinear k-«-kp Model
Consider the algebraic expressions of two-phase Reynolds

stresses and two-phase fluctuation velocity correlations@6#,
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wherev iv j andvpivp j are gas-phase and particle-phase Reynolds
stresses, respectively.vpiv j is the two-phase fluctuation velocity
correlation. We can transform the above-listed expressions into
their explicit form, on the right-hand side of which there are no
terms containingvpiv j , vpivp j, v iv j . The obtained nonlinear
stress-strain relationship written to quadratic-power terms of the
strain rates, for example, forvpivp j is

Fig. 1 Axial velocity of 45 mm particles „mÕs, sÄ0.47… „d Exp, —NKP, ¯USM…

Fig. 2 Tangential velocity of 45 mm particles „mÕs, sÄ0.47… „d Exp, —NKP, ¯USM…

Fig. 3 Axial fluctuation velocity of 45 mm particles „mÕs, sÄ0.47… „d Exp, —NKP, ¯USM…
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where the coefficients P1;P8 are functions ofk, «, kp , kpg , rp ,
r, andt rp ; k is the gas turbulent kinetic energy,« is its dissipation
rate,kp is the particle turbulent kinetic energy, andkpg is defined
by kpg5v ivpi. We can obtain the similar expressions forv iv j and
vpiv j . The variablesk, «, kp , andkpg will be determined by their
transport equations
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3 Simulation Results and Discussion
The nonlineark-«-kp ~NKP! model was used to simulate swirl-

ing gas-particle flows measured by Sommerfeld and Qiu@7# using
PDPA. The adopted grid nodes are 20343, but a fine grid system
of 40386 was also used, and it gives the same results. For the
axial and tangential velocities of 45mm particles~Figs. 1 and 2!,
except for individual cross sections, in most regions of the flow
field, the difference between two model predictions is small and
both of them are in good agreement with experiments. Figures 3
and 4 give the predicted axial and tangential fluctuation velocities
of 45 mm particles. In most regions the difference between two
model predictions is not obvious and is small than that for the gas
phase. The particle fluctuation velocities are underpredicted using
either of these two models. The discrepancy between predictions
and experiments may be caused by PDPA measurements including
the effect of particle size and the effect of particle-wall collision
not taken into account in both two models.

4 Conclusions

1. The NKP model has the modeling capability nearly to that of
the USM model in simulating the swirling gas-particle
flows.

2. Both of NKP and USM models can give the predicted two-
phase averaged velocities in good agreement with those
measured.

Fig. 4 Tangential fluctuation velocity of 45 mm particles „mÕs, sÄ0.47… „d Exp, —NKP,
¯USM…
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3. Both of these two models can simulate the anisotropic two-
phase turbulence, but underpredict the two-phase fluctuation
velocities, and the difference between the two model predic-
tions is not obvious.

4. The nonlineark-«-kp model has no problem of convergence
encountered in the implicit algebraic stress model.

5. In two-dimensional flows with small geometrical sizes the
NKP model can save about 50% computation time than the
USM model. However, in three-dimensional flows with
large geometrical sizes the NKP model can save much more
computation time.
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A finite element model and its equivalent electronic analogue cir-
cuit has been developed for fluid transients in hydraulic transmis-
sion lines with laminar frequency-dependent friction. Basic equa-
tions are approximated to be a set of ordinary differential
equations that can be represented in state-space form. The accu-
racy of the model is demonstrated by comparison with the method
of characteristics. @DOI: 10.1115/1.1522415#

1 Introduction
If external perturbations are superimposed onto a steady sys-

tem, the equilibrium no longer exists. These perturbations will

propagate in the form of waves. Some waves chase each other to
form weakly discontinuous rarefaction waves and strongly discon-
tinuous shock waves. In hydraulic systems, transient flow usually
occurs when there is either a retardation of the flow due to closure
of a pump valve or an acceleration due to the opening of the
valve. This may cause damage to hydraulic components, reduce
volumetric efficiency, and hence disturb normal operations by
forming the rarefaction wave, commonly known as waterhammer,
and the shock wave generated by cavitation.

Dynamic analysis in a time domain is one of the most important
parts of computer simulation of hydraulic systems. Most transient
distributed models can be described by hyperbolic partial differ-
ential equations. The method of characteristics,@1–4#, has been
widely and successfully used in tackling the problems of fluid
transients such as waterhammer,@5,6#, and cavitation,@7,8#. In the
calculation procedures of the method of characteristics, due to the
determination between time-step and space-step, there is some
difficulty in determining the compatible time-step and boundary
conditions to connect with other hydraulic lumped or distributed
models, especially in the design of expert systems, large-scale
power system packages and parallel processing. For example, at
least 2000 computing elements are needed for a time-step with
1022 millisecond along a tube 20 m in length. When variable
time-steps are required, the calculation for intermediate interpola-
tions becomes very expensive. Another disadvantage of using the
method of characteristics is that some mathematical transforma-
tions are required before a numerical scheme is implemented.

In an attempt to overcome these limitations, finite element for-
mulations were devised by Rachford and Ramsey@9#, Watt et al.
@10#, Paygude et al.@11#, and others listed in@12# without consid-
ering frequency-dependent friction. These formulations produce
many numerical oscillations due to using a conventional uni-
formly spaced grid system with two degrees-of-freedom, pressure
and flow rate. In the work that follows, the Galerkin finite element
method,@13#, is re-examined by including frequency-dependent
friction and using one degree-of-freedom, pressure, or flow rate.
The objective of this paper is to illustrate a simple and well-
defined problem as an example to demonstrate how the Galerkin
finite element method is applied in the space variables only, and
gives rise to an initial value problem for a system of ordinary
differential equations in order to decouple time-step from space-
step. In addition, an equivalent electronic analogue circuit is es-
tablished. There is no difficulty in applying the presented proce-
dures to solve other waterhammer problems and even cavitation
problems.

2 Basic Governing Equations
Before introducing the procedure itself, the physical problem to

which it will be applied is described. Because of sudden valve
closure at the start of a fluid transmission line, the flow within the
transmission line is to be calculated under the assumptions of
one-dimensional, unsteady and compressible flow. The indepen-
dent variables of space and time are denotedx and t. The depen-
dent variables areP, the pressure andQ, the flow rate. In the
analysis of fluid transients, two basic principles of mechanics
namely ~a! the conservation of mass law and~b! Newton’s mo-
mentum law give rise to two partial differential equations.
~a! Continuity Equation

1
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wherec0 is the acoustic velocity,r is the density,g is the accel-
eration due to gravity,r 0 is the internal radius of the transmission
line tube, andu0 is the angle of the transmission line tube inclined
with the horizontal. The friction termF(Q) can be expressed as a
steady friction termF0 plus a frequency-dependent friction term,
for which a model applicable to laminar flow has been developed
by Zielke @14# and Kagawa et al.@15#.

F5F01
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i 51
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m is the viscosity. The constantsni andmi are tabulated in Table
1 and the number of termsk to be selected should be determined
according to the relationship between the break frequency of the
approximated weighting function and the frequency range of the
system,@15#, which is assumed in steady state when timet50.

3 Galerkin Finite Element Method
Finite element formulations using the Galerkin method in time

domain analysis have been presented by Rachford and Ramsey
@9#, Watt et al.@10#, and Paygude et al.@11# without considering
frequency-dependent friction by using a conventional uniformly
spaced grid system with two degrees-of-freedom, pressure, and
flow rate. These formulations produce many numerical oscilla-
tions. In the work that follows, the Galerkin finite element method
is re-examined by including frequency-dependent friction and us-
ing one degree-of-freedom, pressure, or flow rate.

Let U5r/pr 0
2Q, F0(Q)58m/pr 0

4Q, R58m/rr 0
2 and H0

5rg sinu0 for the case of linear steady friction, the Eq.~1!, ~2!,
and ~4! can be rearranged in terms of the operator equations
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When the transmission line is divided into 2N11 equal elements,
eachDx in length, as shown in Fig. 1 and a suitable finite dimen-
sional space is spanned by shape functions,@13#,
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The Galerkin method consists in finding approximations toU, P,
andYi of the form

U~x,t !5u2 j~ t !w2 j
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for j 50,1, . . . ,N21, where the unknown coefficientsu, p, and
yi , which are nodal values ofU, P, and Yi , respectively, are
determined by an inner product~•,•! so that
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Table 1 n i and m i

i 1 2 3 4 5 6 7 8 9 10

ni 2.63744
3101

7.28033
3101

1.87424
3102

5.36626
3102

1.57060
3103

4.61813
3103

1.36011
3104

4.00825
3104

1.18153
3105

3.48316
3105

mi 1.0 1.16725 2.20064 3.92861 6.78788 1.16761
3101

2.00612
3101

3.44541
3101

5.91642
3101

1.01590
3102

Fig. 1 Interlacing grid system
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Fig. 2 Equivalent electronic analogue circuit

Table 2 Parameter list

Upstream Downstream Acoustic
Pressure Pressure Radiusr 0 LengthL Densityr Velocity c0 Viscosity m
~MPa! ~MPa! ~mm! ~km! ~kg/m2! ~m/s! ~cP!

3 2 4 0.02 871 1392 50.518
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wheni 51, j is chosen as an odd number and wheni 52 or 3, j is
chosen as an even number.

Taking account of the boundary conditions that flow rateu0
5U in(t) is known at this end and pressurepN115Pout(t) is
known at another end, the resultant ordinary differential equation
is of the following form:
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Here the abbreviations for matrix and vector elements appear in
expanded form in the Appendix for clarity.

4 Electronic Analogue
The new ordinary differential equation allows us to simulate the

fluid transients by constructing an equivalent electronic analogue
circuit as shown in Fig. 2. The value and type for each electronic
component are indicated.

For a section of transmission line of lengthDx, this can be
considered to offer a resistor due to the steady fluid friction, an
inductor due to the fluid inertia and a capacitor due to the fluid
compressibility. The frequency-dependent friction can simply be

formed by a set of subcircuits, each of which is made of a resistor
and a inductor hooked in parallel. The inverting operational am-
plifier indicates a constant pressure drop due to gravity for an
inclined tube. On reading the analogue circuit, we may get the
impression that, without the frequency-dependent friction, the cir-
cuit is almost identical to ap-type LC butterworth passive low-
pass filter,@16,17#. With time, the wave generated by changes of
boundary conditions becomes smoother and smoother due to the
rejection of the high frequencies superimposed upon the wave.
The parallel RL subcircuit, which is representative of frequency-
dependent friction, enhances the function of the low-pass filter by
means of raising passing impedance to high-frequency signals.

The great advantage in using the analogue circuit to analyses
the fluid transients has been found in the following three major
points:

a. A quantitative analysis for the analogue circuit is able to
help us fully to understand the fluid transients by means of
existing well-established electronic theory.

b. An equivalent electronic analogue circuit is able to provide a
monitoring base, such as differentiating cavitation noise
from system noise.

c. The low-pass filter design theory is able to modify the cir-
cuit to get more precise mathematical models, such as the
frequency-dependent friction model.

5 Numerical Results
Transient responses of the finite element formulation have been

compared with those of the method of characteristics to demon-
strate the accuracy of the Galerkin method. Comparison with pre-
viously published data,@18#, listed in Table 2, for studying pres-
sure changes at the vicinity of an upstream valve after the sudden
closure of the valve in a flowing liquid line, show good agreement
between experimental results and numerical computation by
means of the method of characteristics for transient flow under
negative pressure, in which liquids can withstand tensile strength
against vaporization.

It is to be noted at this stage that ordinary differential equations,
@13#, are based on the Galerkin finite element method in the space

Fig. 3 Finite element method „point … versus method of characteristics „line …
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domain only. If the finite element is to be adopted for the time
domain also, the problem becomes unmanageable even on large
computers. A compromise is to have another numerical scheme in
the time domain. Although many different methods are available
for solving the ordinary differential equations,@19#, the Dormand
and Prince fifth-order Runge-Kutta method,@20#, has been
adopted here.

The comparison forp0 is usually meaningful, butp0 is not
explicitly computed for the arrangement shown in Fig. 1. The
interpolation using the Galerkin method

E
x0

x1

w0
1L1~U,P,Yi !dx50

gives
dp0

dt
52

1

2

dp1

dt
1

3c0
2

4Dx
~U in2u2!. (14)

The result forp0 is plotted and compared as shown in Fig. 3 with
the time-step5531023 seconds.

6 Conclusions
A finite element model with laminar frequency-dependent fric-

tion has been developed. The finite element model retains the
accuracy of the method of characteristics. Based on the finite el-
ement model, an electronic analogue methodology has been pre-
sented for the problem of fluid transients. The use of the equiva-
lent electronic analogue circuit provides an alternative way to
understand the mechanism of transient fluid flow and improve the
frequency-dependent friction model mathematically.
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Appendix

Details of Abbreviations Used in the Ordinary Differential
Eq. „13….

u5$u2 ,u4 ,¯ ,u2N%T, p5$p1 ,p3 ,¯ ,p2N21%
T,

y5$y1,2,y1,4,•,yk,2N,y2,2,¯ ,yk,2N%T,

N5$n1 ,n2 ,¯ ,nk%
T, M5$m1 ,m2 ,¯ ,mk%

T,J5$1,1,̄ ,1%T

A51
10 212 2

21 11 211 1

21 11 211 1

• • • •

• • • •

• • • •

21 11 211 1

21 11 211

22 12

2

B51
212 2

11 211 1

21 11 211 1

• • • •

• • • •

• • • •

21 11 211 1

21 11 211 1

22 12 210

2
C5$10,21,0,•,•,•,0,0,0%T D5$0,0,0,•,•,•,0,1,210%T

E5$1,1,1,•,•,•,1,1,1%T

F5S n1I

n2I

•

•

•

nkI

D .

The symbol ^ defines the Kronecker product of a vectorZ
5$z1 ,z2 ,¯ ,zk%

T and a matrix G, that is, Z ^ G
[$z1G,z2G,¯ ,zkG%T.
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The feasibility of using artificial neural networks (ANN) in the
prediction of head reduction of centrifugal pumps handling slur-
ries is examined. An ANN model is proposed and compared with
the empirical correlation given by the present authors earlier. The
comparison showed that the ANN could successfully be used for
the prediction of head reductions of centrifugal slurry pumps. The
mean deviation between predicted and experimental values is
5.86% which is reasonable for slurry handling processes.
@DOI: 10.1115/1.1523062#

Introduction
It is well established that the performance of centrifugal pumps

with slurries gets reduced in the presence of solids in the carrier
liquid. The magnitude of the reduction is a function of concentra-
tion of solids in the mixture, physical properties of solids like their
specific gravity, size and size distribution of particles, and pump
size. For a given concentration of solids and volumetric flow rate
at a constant shaft speed, the influence of slurry on a centrifugal
pump performance is usually quantified by the head ratio (HR
5Hslurry /Hwater), and the efficiency ratio (ER5Eslurry /Ewater).
Another measure of the head reduction of a pump due to presence
of solids in the carrying liquid is the head reduction factor (K
51-HR), which is widely used. Several correlations have been
proposed in the literature to predict HR orK for a given operating
condition,@1–7#. However, due to the complexity of the problem,
they are usually restricted to narrow range of particular operating
conditions. We seek an alternative model to estimate with accept-
able accuracy the head reduction factor by using the artificial neu-
ral networks~ANN! method. This approach has received signifi-
cant attention in recent years and it has been applied successfully

to a wide range of problems,@9–17#, because of its flexibility and
easy implementation with a high-speed computer.

The objective of this paper is to evaluate the head reduction
factor ~K! of a centrifugal slurry pump using ANN. A total of 206
experimental data on slurry pumps with various solids materials
available in the literature,@1,2,4–6,8#, were utilized. It was found
that the ANN model gives satisfactory predictions for almost all
cases and leads to lesser prediction errors compared to conven-
tional prediction tools.
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Fig. 1 Flow chart for the back-propagation learning algorithm

Fig. 2 Performance of proposed neural network architecture
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Artificial Neural Networks „ANN… and Implementation
Like a biological neuron, an ANN has the ability to adapt itself

to changing environment and can solve problems involving com-
plex nonlinear relationships, which do not lend themselves to con-
ventional algorithmic solutions. An artificial neural network con-
sists of input, hidden, and output neuron layers. An input layer
receives data from the outside world and sends signals to subse-
quent layers. The hidden layer interprets signals from the previous
layer to produce a result that is transmitted to the next layer. The
output layer interacts with the outside world as the network’s in-
terpretation of the input data. Several neurons may exist in each
layer. Each connector among the neurons has an associated scalar
weight whose value can be modified during the training process of
the neural network. The information processing of a neuron is
performed through a simple set of mathematical operations. Each
input signalXi is first multiplied by a scalar weightWi j and the
weighted inputs are summed together to obtainxj . The subscript
ij refers to connection betweeni th andj th neurons. Therefore, the
input to a j th neuron can be written as follows:

xj5(
i 51

n

~Wi j Xi2u j ! (1)

whereu j is a threshold value acting as a bias. The activation level
of the neuron (xj ) should be modified by a transfer function. The
most commonly used activation or transfer function is the sigmoid
function, which is effectively used in back-propagation~BP!
learning algorithm. The sigmoid function is given as

f ~xj !5
1

11e2xj
(2)

Since this function has asymptotic limits of 0 and 1, all data to be
used in ANN should be normalized to keep their values in this
range. To achieve this, each parameter in the data set was divided

by the largest value of that parameter group. A computer code was
developed using theC11 language for iterative ANN calcula-
tions. The procedure is implemented through several stages,
which involves data preparation, solution of network parameters
and training data set, as well as network training. Figure 1 pro-
vides the flow chart used for BP learning algorithm. However, the
interested reader is referred to the Haykin’s textbook@18#, for an
account of the history of ANN and its mathematical background.

Several ANN architectures were designed and tested for the
pump system using the software developed on a Pentium III 733

Table 1 Solids materials taken from the literature

Ref.
Solid

Material S
Cw(%)

~min-max!
d50

~mm!
dw

~mm!
D

~mm! Q/QBEP

@1# Sand-1 2.64 22.68-53.08 105 - 280 1.0
@1# Sand-2 2.64 22.68-53.08 330 - 280 1.0
@1# Sand-3 2.64 22.68-53.08 570 - 280 1.0
@1# Sand-4 2.64 22.68-53.08 920 - 280 1.0
@1# Sand-5 2.64 22.68-53.08 1400 - 280 1.0
@2# Beach sand 2.67 8.85-63.86 295 - 371 0.4-1.0
@2# River sand 2.64 13.93-56.45 1290 - 371 0.4-1.0
@2# Ilmenite 4.63 16.11-61.57 170 - 371 0.4-1.0
@4# Iron ore-B 4.15 27.93-37.27 1800 - 430 0.5-0.8
@4# Perlite 2.34 33.06-54.93 350 - 430 0.5-0.8
@4# Granite 2.67 17.31-30.71 3000 - 430 0.5-0.8
@5# Zinc tailing 2.85 13.62-56.17 - 170.4 270 AV
@5# Coal-A 1.48 33.94-47.74 - 900 270 AV
@6# Sand-A 2.65 9.05-32.77 180 180 270 AV
@6# Sand-B 2.65 6.51-27.91 230 230 270 AV
@6# Sand-C 2.65 6.71-24.72 460 460 270 AV
@6# Sand-D 2.65 6.64-56.02 230 230 270 AV
@6# Sand-E 2.65 10.78-55.21 230 328 270 AV
@6# Sand-F 2.65 6.72-44.60 362 400 270 AV
@6# Coal-B 1.49 9.01-57.80 185 377 270 AV
@6# Iron ore-A 4.35 2.51-12.59 663 663 270 AV
@6# Mild Steel 6.24 5.33-23.20 230 230 270 AV
@6# Zinc 5.51 3.67-9.47 455 482 270 AV
@8# Coal-C1 1.625 15.84-20.67 - 14900 825 1.0
@8# Coal-C2 1.562 25.31-29.25 - 15500 825 1.0
@8# Coal-C3 1.716 27.23-36.15 - 15300 825 1.0
@8# Coal-D1 1.520 23.58-29.66 - 16700 825 1.0
@8# Coal-D2 1.756 38.46-42.68 - 17600 825 1.0
@8# Coal-D3 1.759 43.17-48.67 - 17300 825 1.0
@8# Coal-E1 1.827 18.87 - 17300 825 1.0
@8# Coal-E2 1.772 30.72-33.12 - 16600 825 1.0
@8# Coal-E3 1.754 42.16-45.57 - 15900 825 1.0
@8# Gravel 2.60 21.44-28.59 - 26700 825 1.0

AV5averaged values over full range of flow rate

Fig. 3 Comparison between predicted and experimental head
reduction factors
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MHz PC. It was found that the network architecture that best
represents the problem has one hidden layer with 12 neurons.
Also, the learning rate and momentum coefficient were optimized
to be 0.2 and 0.5, respectively. Feed-forward fully connected net-
works with one hidden layer of neurons, having sigmoid transfer
functions were used. Three input neurons~viz. specific gravity of
solidsS, concentration of solids by weightCW , and relative par-
ticle diameterd/D), 12 hidden layer neurons and one output neu-
ron, the head reduction factorK were considered.

A total of 206 data of head reduction factorK obtained experi-
mentally by several researchers,@1,2,4–6,8#, were gathered and
classified. Thus, a data set covering a wide range of physical
properties of solids~specific gravity 1.49<S<6.24, average par-
ticle diameter 105mm<dW or d50<26700mm) with concentra-
tion by weight CW<63.86, and impeller diameter 270 mm<D
<825 mm, was provided. Then, the data set was divided into two
groups: the first~138 data! was used as the training data set, and
the second one~68 data! was used as the testing of data set. The
solid materials and their physical properties are shown in Table 1.

The absolute relative mean error~ARME! was used to deter-
mine the performance of ANN, which is expressed as

ARME5
1

N (
i 51

N U100
Expi2Predi

Expi
U (3)

whereN5138 for training data set, andN568 for testing data set.

Results and Discussions
The performance of the optimized ANN architecture is shown

in Fig. 2. Such type of trend reflects the typical response of an
ANN by BP with increasing of number of training cycle. At first,
a sharp decrease in both mean deviations is observed until a cer-
tain number of training cycles is reached. It is clearly seen from
this figure that each mean deviation remains unaltered at a lowest
value afterN51,050,000 approximately. The lowest mean devia-
tions obtained are 0.007945 and 0.006923 for testing and training,
respectively.

In order to test the applicability of the proposed ANN approach,
variation of K with CW for various solid materials were consid-
ered. Figure 3 shows a representative graph, comparing between
the experimental and the predicted head reduction factors for three
solids. As seen in Fig. 3, the training ability of the ANN appears to
be very good since the training data points almost coincide with
the corresponding experimental data for mild steel and sand-E. It
is also clear from the same figure that the predicted values for
testing of river sand show a good agreement with the experimental
data. All the predicted head reduction factors for river sand are on
the best-fitted curve~dashed line!. The largest deviation of 6.50%
in the predictedK for river sand occurs at a concentration of
19.57% by weight.

Figure 4 shows the accuracy of the proposed ANN model. The
testing data set consists of 68 experimental values ofK for the
solid materials given in Table 1. The deviations between the ex-
perimental and the predicted values lie within610% band with
ARME 5.86%. The most recent correlation in the literature,@7#,
which was given in the form of K52.705CW(S
21)0.64(dw /D)0.313, produces an ARME of 6.43% for the whole
data as shown in Fig. 5, which also indicates a data scattering in
the range of215% to110%. It was also observed that this cor-
relation gave rise to ARME of 6.43 for training data set, and
6.86% for testing data set, respectively. None of the other corre-
lations available in the literature,@1–6#, could give better predic-
tions compared to the proposed ANN model for both testing and
training data sets. Taccani et al.@19# reported similar conclusions
using data given by Kazim et al.@6#. It is therefore believed that
the ANN approach may be a more reliable tool for prediction of
the head reduction factors. The results showed that for the training
data set, the deviations between the actual and trained values lie
within the range of610% with ARME 4.41%. This implies that
the ANN model exhibits a quite satisfactory harmony with the
problem of prediction of the head reduction of centrifugal slurry
pumps.

Conclusions
ANN was used as an alternative modeling technique, and ap-

peared to be an enough accurate tool to predict the head reduction
factors of centrifugal slurry pumps. A fully connected three layers
feed-forward architecture was used for the ANN model. The net-
work consisted of 3 input neurons, 12 hidden neurons, and 1 out-
put neuron, and it was trained using back-propagation~BP! algo-
rithm along with experimental slurry pump data from the
literature. Comparing the ANN results with the experimental data,
it can be seen that in general the head reduction factor for slurry
pumps are modeled sufficiently well. The absolute relative mean
errors~ARME! are found to be 4.41% and 5.86% for training and
test data sets, respectively. It is therefore concluded that the arti-
ficial neural network approach has a great potential in the predict-
ing head reduction and likely efficiency reduction for slurry

Fig. 4 Accuracy of ANN model for testing data set

Fig. 5 Accuracy of the conventional correlation technique, †7‡,
for prediction of head reduction factor
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pumps. However, it should be noted that the ANN approaches are
generally time-consuming to establish an optimal architecture to
represent the physical problem.

Nomenclature

CW 5 concentration of solids by weight
D 5 impeller diameter

d50 5 mass median particle diameter
dW 5 weighted mean particle diameter

E 5 pump efficiency
ER 5 Efficiency ratio5Eslurry /Ewater

H 5 pump head
HR 5 head ratio5Hslurry /Hwater
hj 5 output of hidden layer
K 5 head reduction factor,K51-HR
m 5 number of output neurons
n 5 number of input/hidden neurons
N 5 number of training cycles

Ok 5 output of neuron in output layer
Q 5 pump flow rate
S 5 specific gravity of solid
t 5 time

W 5 scalar weight
X 5 input vector
xj 5 activation level of neuron
Yk 5 desired activation of output layer
a 5 learning rate
h 5 momentum coefficient
u 5 threshold value

d j 5 error vector for each hidden layer neuron
dk 5 output layer error
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